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Abstract—Climate change is destroying many crops around 

the world. This paper aims to anticipate maize yield levels based 

on climatic conditions, which would aid in making proper 

decisions regarding the connected sectors for business planning 

and yield level prediction. This paper presents two novel models 

that combine five machine learning algorithms with different 

techniques. Selecting six months of the climate features for the 

four regions in China. The first proposed model (FPM) consists 

of K Nearest Neighbors, Multinomial Naïve Bayes, Bernoulli 

Naïve Bayes, Decision Tree and Quadratic Discriminant Analysis 

(KMBDQ) that come together in a cascading topology (CT) to 

feed each other by taking the new prediction and removing the 

old previous prediction from the input features at each stage. The 

second proposed model (SPM) also uses the same five machine 

learning algorithms with different approaches. In this model, the 

prediction of each machine learning algorithm is used as a feeder 

to each other in the form of CT without removing any prediction. 

The performance evaluation of the proposed models was 

demonstrated and compared with several classifiers using the 

same dataset. The evaluation was based on metrics such as 

accuracy, sensitivity, precision, and F1 score. The results showed 

that the SPM had the highest prediction accuracy of 79.6%, 

which was a 29.6% increase compared to the first classifier in the 

model. The SPM also had an 11.1% improvement compared to 

the FPM and a 10.2% increase compared to the best among the 

many techniques used. In addition, computation time 

comparisons were conducted. 

 
Keywords—K Nearest Neighbors Classifier, Multinomial Naïve 

Bayes, Bernoulli Naïve Bayes, Decision Tree Classifier, Quadratic 

Discriminant Analysis. 

 
____________________________________________________________ 

Manuscript received [01 Sept. 2022]; revised [09 Feb. 2023]; accepted [07 

May 2023]. Date of publication [25 May 2023]. 
Hayam R. Seireg is with the Department of Computer Science and 

Engineering, Faculty of Electronic Engineering, Menoufia University, 

Menouf, Egypt (e-mail: seireghayam9@gmail.com).  
Yasser M. Omar is with the Department of Computer Science, Faculty of 

Computing and Information Technology, AASTMT, Cairo, Egypt (e-mail: 

dr_yaser_omar @yahoo.com). 
Fathi E. Abd El-Samie is with the Department of Electronics and Electrical 

Communications Engineering, Faculty of Electronic Engineering, Menoufia 

University, Menouf, Egypt (e-mail: fathi_sayed@yahoo.com). 
Adel El-Fishawy is with the Department of Electronics and Electrical 

Communications Engineering, Faculty of Electronic Engineering, Menoufia 

University, Menouf, Egypt (e-mail: aelfishawy@hotmail.com). 
Ahmed Elmahalawy is with the Department of Computer Science and 

Engineering, Faculty of Electronic Engineering, Menoufia University, 

Menouf, Egypt (e-mail: a_elmhalaway@hotmail.com). 

 This work is licensed under a Creative Commons Attribution 

4.0 License. For more information, see 
https://creativecommons.org/licenses/by/4.0/  

I. INTRODUCTION 

gricultural advances have made rapid improvements, 

but crop losses are still increasing at a surprising rate 

[1]. Agriculture is the most important field that meets 

the requirements of people and governments. Studies have 

already shown that climate change is affecting both crop 

productivity [2] and food security [3]. Anomalous alterations 

in temperature have a negative effect on agriculture, and the 

most critical stage in crop production is the flowering stage. 

Sudden changes in temperature and heat waves can impact this 

stage, leading to a reduction in crop yields [4-5]. In the rural 

planning process, agricultural financial specialists require 

simple and accurate methods to predict crop yield based on 

input features such as maximum and minimum temperature, 

and precipitation for optimal planting times [6]. China has 

implemented exceptional methodologies to contribute to rural 

development and the food industry. 

Machine learning methods have the potential to save 

various crops from damage in the future. China is focusing on 

utilizing machine learning algorithms [7] for crop yield 

forecasts to achieve the Food and Agriculture Organization 

(FAO) goals. 

One of the most important objectives of the FAO is to 

prevent hunger and malnutrition worldwide. Countries should 

focus on stepping up their efforts to address the economic and 

climatic challenges. Machine learning techniques are widely 

used in the agricultural system to predict the yield of each crop 

[8]. Several approaches have been developed over a long 

period of time, with varying degrees of success, for assessing 

and modeling agricultural yields [9-10]. Machine learning is 

valuable for making informed decisions in farming. These 

algorithms have the potential to extract the complex 

relationships found within agricultural field datasets [11]. 

Researchers use ensemble machine learning algorithms to 

improve the accuracy of a data-driven model [12-15]. 

Although machine learning algorithms have made significant 

advances in numerous areas, they still face certain barriers 

when it comes to data [16]. They can only satisfy exact 

expectations based on the quality of the data and model 

selection [17]. Several issues within the accumulated dataset, 

such as missing values, the presence of irrelevant features, a 

significant amount of noise, and the existence of outliers, may 

limit the predictive power of models [18-19]. 

Researchers have conducted several studies on predicting 

crop yield using various strategies [20-21]. Most researchers 

have shown that an ensemble of machine learning classifiers is 

more accurate in prediction than individual classifiers [22]. 
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For this reason, it is essential to focus on building an improved 

ensemble classifier to achieve the highest level of accuracy 

[15]. Bagging and boosting are the two main techniques in 

ensemble machine learning algorithms. Boosting combines 

multiple weak models sequentially to create a strong model 

that can better predict outcomes. Bagging, on the other hand, 

trains multiple models in parallel on randomly selected subsets 

of the training data and averages their outputs to create the 

final prediction. The choice between boosting and bagging 

depends on the specific problem being solved and the data 

being used [23]. 

 Scientists have developed several experimental and 

mathematical yield modelling methods for various crops [9, 

24]. Large datasets were collected over several years from the 

site for the purpose of precision agriculture, and a variety of 

data analysis techniques were used, including agronomic 

methods [25]. 

Ensemble machine learning is the ideal approach for 

producing a single predictive model that achieves powerful 

results. The majority voting technique, which follows 

democratic principles by selecting the highest number of 

votes, does not require any prior knowledge of the problem 

and is used in ensemble machine learning [26]. Predicting 

corn yield in the United States using ensemble machine 

learning with different techniques has been shown to achieve 

accurate results [27]. An ensemble classifier is used to handle 

challenging issues in real-world applications that a single 

classifier cannot solve [28-29]. 

 In this research paper, we developed two novel proposed 

models that could improve maize yield level prediction using 

temperature and rainfall data only, without considering soil 

and fertilizer data, as soil can be replaced with artificial soil or 

hydroponics (soilless plant culture). Additionally, we tested 

multiple classifiers in our study. To predict maize yield levels 

in China from climate data only, we implemented two novel 

proposed models that combined five machine learning 

algorithms in CT. These two architectures were combined in 

different ways to improve accuracy, and the proposed models 

were compared with many other techniques. The SPM 

achieved the highest overall accuracy compared to the other 

techniques used and FPM. The main contribution of this work 

is the novel combination of five machine learning algorithms. 

The SPM was implemented by feeding the prediction of each 

machine learning algorithm in a series form, where each 

algorithm predicts the whole output of the dataset and adds its 

prediction as a feature to the dataset in each stage. The order 

of the machine learning algorithms is crucial and includes 

KNN, MNB, BNB, DTC, and QDA, with the final classifier 

being Quadratic Discriminant Analysis. 

    This paper is organized as follows: Section 2 presents 

related studies. Section 3 discusses the data used and 

preprocessing, machine learning algorithms, and the two novel 

proposed models. Section 4 evaluates performance metrics for 

the two proposed models and the many techniques used. 

Section 5 explains the experiments and results of the two 

proposed models compared to the many techniques used. 

Section 6 discusses the findings and research gaps. Finally, 

Section 7 briefly concludes the paper. 

II. LITERATURE REVIEW 

Previous researches forecast crop yields and soil types using 

a diversity of classification and regression algorithms. 

For evaluation accuracy, five machine learning algorithms 

were tested: LASSO regression, elastic net (EN), extreme 

gradient boosting (XGBoost), ridge regression and random 

forest (RF). From observing the results, the RF models 

achieved the highest accuracy compared to the other machine 

learning algorithms for predicting maize yield [30].  

S. Motia et al. [31] use the agricultural soils dataset to test 

the accuracy of three well-known classification models, such 

as K-Nearest Neighbors (KNN), Naive Bayes (NB) and 

Decision Tree (DT). Evaluate the ensemble classifier (EC) that 

is proposed by fusing the above three classifiers. The results 

showed that EC has the highest accuracy of 84% compared to 

NB (72.90%), KNN(73.56%) and DT (80.84%). 

The multiple linear regression algorithm was used to predict 

maize yield, but it achieved the lowest R-squared values of 

0.0089, 0.0223, 0.0209, and 0.0207 for the four regions of 

Southwest China, Huanhuaihai, North China, and Northeast 

China, respectively [32]. 

A soil-based machine learning comparative analysis 

framework (SMLF) [33] predicts crop yield, assesses the 

impact of soil properties and climatic factors and identifies 

class designations (high, low and medium) for crop yield 

prediction. Comparing the classifiers including soil properties 

and climatic factors, the results showed that the fusion of both 

feature vectors significantly improved the performance of the 

crop yield prediction system. 

The prediction of palm oil yield has been studied in [34] to 

determine the best technique for forecasting palm oil yields. 

Numerous machine learning algorithms based on regression 

techniques, such as RF, SVR, and ANN, have been found to 

be highly useful in predicting palm oil yield. Additionally, 

ensemble methods have been used instead of a single 

algorithm [35-37]. To increase efficiency, a variety of 

strategies should be studied. 

Most of the studies are based on predicting the crop yield 

using individual machine learning but, in our study, we 

implemented a novel combination of machine learning using 

two approaches for maize yield level prediction. 

III. MATERIALS AND METHODS 

 A. Dataset 

Thirty years of maize yield and weather data were collected 

from two databases for this investigation. They have been 

combined into a single dataset. Twenty-four years of maize 

crop data were gathered from the National Agricultural 

Statistics (NAS) by County and six years from the Provincial 

Statistical Yearbook, which is issued each year. The China 

Meteorological Data Service System provided the climate 

data, while the statistical data with land cover information for 

China's Northeast, North, Southwest, and Huanghuaihai 
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regions were used in this study. These regions were selected to 

account for the varying latitudes and climates found within 

China. The database contains 73,000 census observations in 

2,463 counties over three decades. These data were used to 

interpret yield data at three variable spatial levels: county, 

province/district/municipal, and farming system. The Maize 

agriculture dataset of China consists of climate data, including 

maximum (tenths of degrees C) and minimum temperature 

(tenths of degrees C) and monthly rainfall (tenths of mm), as 

well as annual maize yield (ton/hectare). It covers 15.5 million 

hectares of agricultural maize land [32]. 

 

 B. Preprocessing 

    The actual values of maize yield were transformed into 

ordinal data to obtain the maize yield level (High or Low). 

The yield levels were determined based on the median yield 

and used as the output target. The high yield ranged from 4.58 

t/ha to the maximum yield, while the low yield varied from 

0.037 to 4.579 t/ha. The machine learning algorithm was used 

to predict the label of the maize yield level, which has two 

levels (High, Low). The years were arranged in ascending 

order to help distribute the high and low yield levels in the 

dataset. Outlier yield data, station, year, and maize yield were 

removed from the dataset. Data Cleaning is also known as 

scrubbing. This task involves filling in missing values and 

smoothing or removing noisy data and outliers. Missing data 

values were common in some counties and years. For missing 

data in the 30-year dataset, the yearly values from the 

preceding and following years were averaged and used to 

interpolate the missing values. For missing data at the 

beginning or end of the period, estimated trends from 

neighboring counties were used for imputation. Data outliers, 

which were caused by inaccuracies, gaps in survey statistics, 

weather changes, or pest infestations, with extremely high or 

low yield values were found and excluded from the dataset for 

some countries [32]. 

 
Fig. 1. Block diagram for the pre-processing. 

Fig.1 was used to filter out 30 weather features, keeping only 

the common maize agricultural months across different 

regions. This resulted in the removal of maximum temperature 

(Tmax) and minimum temperature (Tmin) as well as rainfall 

data for the months of February, March, April, and November. 

The resulting dataset comprised 2253 rows and 18 features, 

consisting of maximum and minimum temperature, and 

rainfall data from May to October. The minimum, maximum, 

mean, and standard deviation values were calculated for all 

cases from Table I to Table III. Additionally, these parameters 

were calculated for the high case as shown in Table IV to 

Table VI, and for the low case as shown in Table VII to Table 

IX. 

TABLE I 

STATISTICAL ANALYSIS OF THE TMAX (MAY-OCT) 

FEATURES FOR THE BOTH CLASSES 

 
TABLE II 

STATISTICAL ANALYSIS OF THE TMIN (MAY-OCT) FEATURES 

FOR THE BOTH CLASSES 

 
TABLE III 

STATISTICAL ANALYSIS OF THE RAINFALL (MAY-OCT) 

FEATURES FOR THE BOTH CLASSES 
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TABLE IV 

STATISTICAL ANALYSIS OF THE TMAX (MAY-OCT) FEATURES 

FOR THE HIGH CLASS 

 
TABLE V 

STATISTICAL ANALYSIS OF THE TMIN (MAY-OCT) FEATURES 

FOR THE HIGH CLASS 

 
TABLE VI 

STATISTICAL ANALYSIS OF THE RAINFALL (MAY-OCT) 

FEATURES FOR THE HIGH CLASS 

 
TABLE VII 

STATISTICAL ANALYSIS OF THE TMAX (MAY-OCT) FEATURES 

FOR THE LOW CLASS 

 

TABLE VIII   

STATISTICAL ANALYSIS OF THE TMIN (MAY-OCT) FEATURES 

FOR THE LOW CLASS 

 
TABLE IX   

STATISTICAL ANALYSIS OF THE RAINFALL (MAY-OCT) 

FEATURES FOR THE LOW CLASS 

 
 

 
Fig. 2. Feature importance used Random Forest model. 

 

The most important features are presented in the Fig.2 

which used the RF model, it showed that ten features are most 

corresponding to the target maize yield level. Those ten 

features are Rainfall_Sep, Tmin_Jul,Tmax_Oct, Rainfall_Oct, 

Tmin_Aug, Tmin_Oct, Rainfall_Jun, Tmin_May, Tmin_Jun, 

Tmax_Aug. Fig.2 presented the x-axis as a feature importance 

and the y-axis is the features. 

 

C. Machine learning for classification 

1) K Nearest Neighbors (KNN) 

It is a supervised machine learning method that uses a 

lazy learner approach to classify new instances based 

on their similarity to existing data/cases. During the 

training phase, KNN only stores the data in memory 

and it performs classification of the yield level of 

Maize on the dataset at the time of prediction. KNN 

is used to improve discriminant analysis when a 
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precise parametric estimate of probability densities is 

uncertain or difficult to evaluate, as well as to 

classify an unknown sample based on its proximity to 

previously recognized samples, depending on the 

distance between them. The prediction of KNN is 

based on the closest k number of training points to 

the target location, known as the neighborhood point 

[35]. 

2) Naive Bayes (NB) 

It is a machine learning algorithm that calculates in a 

more efficient, accurate, and easier to implement 

manner, and is usually used for classification 

problems. It is based on Bayes theory and assumes 

that the final output has uncorrelated features, even if 

the dataset features are correlated or related to each 

other. The main contribution of using Naïve Bayes is 

that all the features can independently classify 

correctly. The Naïve Bayes’s assumption of 

conditional independence helps to measure the 

sample data's class conditional probabilities, and the 

training data can be directly estimated from the 

training data instead of evaluating it [36]. We used 

two models in Naive Bayes for categorization:  

a) Multinomial NB (MNB): It is used for discrete 

counts. 

 b) Bernoulli NB (BNB): The binomial model is 

useful if your feature vectors are binary. 

3) Decision Tree Classifier (DTC) 

DTC [36] is supervised machine learning algorithms 

used to solve classification problems. A decision tree 

is represented as a tree with inner nodes, branches, 

and leaf nodes. Each leaf node represents the final 

decision, while the inner node represents the features 

of the dataset. The main advantage of using a 

decision tree is that it provides all possible solutions 

for solving a problem, similar to human thinking in 

decision making. 

4) Quadratic Discriminant Analysis (QDA):  

QDA [37] is a supervised machine learning model 

that requires the dataset to be normally distributed 

and works well when there is not a significant 

difference between the group covariance matrices. As 

one of the most popular classifier models, it has the 

ability to create a quadratic function of categorized 

data that delivers the greatest mean differences 

between the various data levels. 

 

 D. First Proposed Model (FPM) 

   The FPM ensemble of five machine learning algorithms 

(KMBDQ) is presented in Fig.3. It removes the old previous 

prediction and uses the new prediction of each machine 

learning as an input feature so that the final machine learning 

will have only one output prediction as an input feature with 

the dataset. Each machine learning model divided the dataset 

into two parts, using 90% of the dataset for the training stage 

to obtain the parameters of the model, followed by the testing 

stage to evaluate the model's performance using the remaining 

10% of the dataset. The processed data was organized in 

ascending order by year. The dataset is then separated into 

training with 90% (2027 samples) and 10% (226 samples) 

correspondingly. Even though most studies employ a 70:30 or 

80:20 split of training and testing samples, this study only 

used 10% processed data for testing, because the main target is 

predicting the maize yield level for the current year, which is 

good enough 10% for testing and it uses a massive training 

dataset. 

 

Fig. 3. The block diagram of the FPM. 

 

   The dataset is divided into two parts, with 90% (2027 

samples) used for training and 10% (226 samples) for testing. 

Although many studies use a 70:30 or 80:20 split for training 

and testing, this study only used 10% of the processed data for 

testing because the main objective is to predict the maize yield 

level for the current year. Using a large training dataset can 

improve testing accuracy. The steps of the FPM process are 

presented in Fig.4. 

 E. Second Proposed Model (SPM) 

   The novel architecture shown in Fig.5 ensembles five 

classification machine learning algorithms (KMBDQ). It takes 

the forecast output labels (discrete values of 0 or 1) of each 

machine learning as an input feature with the dataset to learn 

at each stage with different machine learning in a series form. 

The final machine learning will have all the prediction output 

labels of other machine learning as an input feature with the 

dataset, according to the Maize China agricultural dataset. At 

each stage, the number of features in the dataset increases in 

ascending order. Each classifier divides the dataset into 90% 

for training and 10% for testing. 

   The examination of several orders for the five-machine 

learning has been performed and evaluated, and the order of 

these five machine learning algorithms has been chosen based 

on the accurate final output. To achieve a more accurate 

prediction, the SPM process involves five stages: (i) KNN, (ii) 

MNB, (iii) BNB, (iv) DTC, and (v) QDA. The steps of the 

SPM process are presented in Fig.6. The goal of the proposed 

work is to increase accuracy, and the time consumed in 

prediction is low, so the computation time of the prediction is 

not a critical point in our model. 
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Fig. 4. The FPM flowchart. 

 
Fig. 6. The SPM flowchart. 

 

 

 

 

 

 
Fig. 5. The block diagram of the SPM. 
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IV. PERFORMANCE EVALUATION 

   For evaluating the performance of the two proposed 

models, some metrics such as accuracy, sensitivity, precision 

and F1 score [38] were measured as shown in Equations 1-4. 

The machine specification is CPU Intel® Core™ i3-9100 

processor and RAM is 8 GB used in this analysis. 

A confusion matrix is one of the measures used to assess the 

model's performance, along with true positive (TP), true 

negative (TN), false positive (FP), and false negative (FN). 

These parameters are used to calculate the accuracy in 

equation 1, which is one of the most commonly used metrics 

for assessing model performance. The accuracy is defined as 

the ratio of correctly classified patterns to the total number of 

all classified patterns. 

          
     

           
                         (1) 

Sensitivity (Recall) is shown in equation 2 as the ratio of 

correctly predicted positive events to all positive events in the 

actual test dataset. 

              
  

      
                         (2) 

Precision is given as in equation 3, which is the ratio of the 

correctly predicted positive events to the total predicted 

positive events. 

            
  

     
                                   (3) 

F1 score [39] is given as in equation 4 is the weighted mean 

of sensitivity and precision. 

            
(                       )

(                     )
      (4) 

V. EXPERIMENTS RESULTS 

The main important points that should be covered: 

 Removing the uncommon features to merge four 

different regions in China that affect maize yield 

the most.  

 Predicting maize yield level one month earlier 

before harvesting. 

 Compare the standard metrics results of each 

machine learning, FPM and SPM. 

 

A. Models and machine learning classifiers analysis 

The Scikit-learn library [40] and the open-source 

programming language Python [41] were used to generate 

predictive models. However, the FPM approach did not 

achieve high accuracy. Therefore, the SPM approach was 

applied by trying out all possible orders for each algorithm in 

the five machine learning algorithms, and the best order was 

found to be KNN-MNB-BNB-DTC-QDA, which achieved the 

highest accuracy. The accuracy of the two proposed models 

and 17 popular machine learning classifiers are shown in 

Fig.7.  

A comparison of the 17 popular machine learning 

classifiers, as well as the FPM and SPM models, was 

performed. The Stochastic Gradient Descent Classifier 

(SGDC) achieved the lowest accuracy of 40.2% among the 

machine learning classifiers. 

The best performing algorithm was the Multinomial Naive 

Bayes (MNB), achieving an accuracy of 69.4% in the 17 

popular machine learning classifiers. 

 In the FPM, the same algorithms were used with a different 

approach and achieved an accuracy of 68.5%, while in the 

SPM approach, it obtained an accuracy of 79.6%, 

outperforming the other 17 classifiers, including Stochastic 

Gradient Descent Classifier (SGDC) with the worst accuracy 

of 40.2%. Other classifiers, such as Adaptive Boosting 

Classifier (AdaBoost) (64.1%), Light GBM Classifier 

(LGBM) (65.9%), Extra Trees Classifier (ETC) (66.8%), 

Logistic Regression (LR) (56.1%), Gradient Boosting 

Classifier (GBC) (62.8%), Decision Tree Classifier (DTC) 

(60.1%), Random Forest Classifier (RFC) (56.6%), Support 

Vector Classification (SVC) (61.9%), Gaussian Naive Bayes 

(GNB) (67.6%), Bernoulli Naive Bayes (BNB) (57.9%), 

Linear Discriminant Analysis (LDA) (55.7%), Quadratic 

Discriminant Analysis (QDA) (67.6%), K Nearest Neighbors 

(KNN) (50%), Multi-layer perceptron Classifier (MLPC) 

(63.2%), and Extreme Gradient Boosting (XGB) (64.1%) were 

also evaluated.  

The execution time for predicting a single yield level for the 

two proposed models and the most popular classifier was 

calculated and presented in Fig.8. 

According to Fig.7 and Fig.8, the SPM model demonstrated 

high predictive accuracy and fast run time compared to other 

classifiers such as AdaBoost, ETC, and RFC. 

The performance of the two proposed model approaches 

will be demonstrated by combining two, three, four, and five 

machine learning algorithms, which will be shown in Fig.9 

and Fig.10. 

The first proposed technique achieved accuracy of 69.4%, 

69.4%, 63.7%, and 68.5%, respectively, when two, three, four, 

and five combined machine learning algorithms were used. 

However, the FPM combination approach was not effective 

and resulted in reduced accuracy in the final machine learning 

model. This technique was the worst combination of machine 

learning algorithms applied to the Maize dataset of China, as 

shown in Fig.9. 

The accuracy of each combined machine learning algorithm 

was measured using the SPM approach, and each combination 

achieved a different accuracy, as shown in Fig.10. In the 

second proposed technique, the accuracy of the two, three, 

four, and five combined machine learning algorithms achieved 

69.4%, 50%, 50.8%, and 79.6%, respectively. 

The classification performance of the two proposed models 

that were implemented in the current research was evaluated by 

combining five machine learning algorithms using different 

approaches. The same dataset was applied to various 

benchmark machine learning classification algorithms such as 

AdaBoost, LGBM, ETC, LR, GBC, DTC, RFC, SVC, GNB, 

BNB, MNB, LDA, QDA, KNN, MLPC, SGDC, and XGB. 

To evaluate the performance of each machine learning 

algorithm and the two proposed models, several metrics were 

used, including confusion matrix, precision, sensitivity, F1 

score, and execution time for predicting the yield level. The 

classification accuracy was calculated as a percentage and is 
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presented in Table X to Table XIII. The evaluation metrics for 

the popular machine learning algorithms are shown in Table X 

and Table XI. 

The parameters of the confusion matrix are arranged 

according to the high maize yield level, and the sensitivity, 

precision, and F1 score are calculated for the high-yield level. 

These metrics will be presented from Table X to Table XIII. 

The observations taken from the results shown in Table X 

and Table XI indicate that the 17 classifiers were measured 

based on their F1 scores, achieving a range from 0.41 to 0.80. 

The sensitivity was achieved from a range of 0.27 to 0.79. The 

best classifier, in terms of both F1 score and sensitivity, was 

MNB, while the worst one was SGDC. Precision was 

calculated for LGBM, which achieved an impressive result of 

0.89, while MNB and KNN were also very good at achieving a 

precision of 0.81. 

It can be observed from the results presented in Table XII 

and Table XIII that the evaluation metrics, namely F1 score, 

sensitivity and precision, were calculated for the two, three, 

four and five combined machine learning algorithms in the 

FPM and SPM. Each combination was evaluated based on the 

F1 score, which achieved a range of 0.58 to 0.80 in the FPM 

and a range of 0.58 to 0.88 in the SPM. 

Regarding the FPM, the best combination was KNN, MNB 

and KNN, MNB, BNB, which achieved the highest F1 score, 

but KNN was not efficient. On the other hand, in the SPM, the 

combination of KNN, MNB, BNB, DTC, QDA achieved the 

highest F1 score, whereas the KNN, MNB, BNB combinations 

and KNN alone had the lowest F1 score. 

The sensitivity and precision for each combination were 

calculated using the parameters of the confusion matrix 

separately for the FPM and SPM approaches. In the FPM, the 

sensitivity ranged from 0.45 to 0.79, while in the SPM it 

ranged from 0.45 to 0.99. Precision was also calculated for 

each combination, with the FPM ranging from 0.81 to 0.86 and 

the SPM ranging from 0.81 to 0.83. The best values for the F1 

score, sensitivity, and precision are close to one, while the 

worst values are close to zero. 

It can be seen from Tables X to XIII that AdaBoost, ETC, 

and RFC take longer execution time compared to the two 

proposed models and the other popular classifiers. 

Furthermore, XGB is faster than the other popular machine 

learning algorithms, while AdaBoost is the slowest. MNB and 

SGDC finish the task at the same time. The SPM achieved the 

highest prediction accuracy, sensitivity, and F1 score, as shown 

in Tables XII and XIII. 

VI. DISCUSSION 

The current research introduces two novel proposed models 

for improving the prediction of maize yield levels using the 

Scikit-learn library in Python programming. 

 The aim is to predict higher maize yield levels in suitable 

climates for maize and lower maize yield levels in unsuitable 

environments [24]. This prediction is important to inform 

farmers about the best time to harvest in order to achieve 

higher yields. The main objective of using the SPM is to assist 

farmers in making informed decisions regarding crop 

management policies and practices in order to achieve 

sustained maize productivity.  

The majority of researchers suggest that building better 

ensemble machine learning algorithms for the available 

datasets is the most effective way to improve accuracy [20-

21]. However, the FPM in our research achieved less accuracy 

than the best classifier machine learning. To overcome this 

limitation, the SPM was implemented, which combined five 

machine learning algorithms (KNN, MNB, BNB, DTC, and 

QDA) with different approaches. 

The comparison with other works on the same dataset is 

difficult due to the use of multiple linear regression algorithm 

in the other work, which did not yield good results. The R-

squared values were closer to zero, indicating incorrect 

predictions [32]. For instance, the R-squared values for 

multiple linear regression were 0.0089, 0.0223, 0.0209, and 

0.0207 for the four regions Southwest China, Huanhuaihai, 

North China, and Northeast China, respectively [32]. 

Therefore, it was necessary to change the target of the output 

to the ordinal (High-low) maize yield level and combine the 

four regions into a single dataset. Using classifier machine 

learning algorithms resulted in better prediction results. 

Among 30 weather features, the filter approach is used to 

get the common months to feature in maize agriculture. The 

common features selected were 18 weather features (max, min 

temperature and rainfall) from May to October, reducing the 

number of features achieved at high speed in the runtime. 

The maize China dataset is divided into 90 % training and 

10% testing phases. In the training phase, the machine 

learning works on the updated datasets at every stage to obtain 

the parameters for each classifier to be tested. In the testing 

phase, the performance of each combination of machine 

learning has been evaluated.  

The experimental results have shown that the SPM 

outperformed the first classifier KNN by 29.6% in terms of 

improvement. The SPM achieved high sensitivity, great 

accuracy, and an impressive F1 score. Furthermore, the feature 

filtering method successfully reduced the number of features, 

which helped to speed up the classification process. The 

filtering approach was achieved by removing the uncommon 

features in the four different regions of the China datasets and 

combining them into a single dataset, thus reducing the 

complexity of feature selection.  

The study aimed to predict recent maize yield by arranging 

the years in ascending order and dividing them into 90% for 

training and 10% for testing. The purpose of this split was to 

simulate the prediction of future yield based on recent data. In 

this context, K-fold cross validation was not deemed necessary 

as the objective was to evaluate the model's ability to make 

predictions on recent data, rather than to estimate its 

generalization performance. But other evaluation approach 

FPM was used by the train-test split to compare it with SPM. 

 A single algorithm may not give a perfect prediction for a 

given data set. Machine learning algorithms have their 

limitations and creating a model with high accuracy is 

challenging.  multiple models have been combined together to 

increase the overall accuracy. The study focused on four 
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regions in China and the results might not be generalizable to 

other regions or countries with different climate patterns.  

The study was limited in its scope by only considering 

climatic factors for predicting maize yield level and not taking 

into account other crucial factors such as types of insects, 

water availability and agricultural practices that have the 

potential to greatly influence the yield. The drawback of using 

the FPM is that it decreased accuracy by 0.9% compared to 

the two combined machine learning algorithms (KNN-MNB) 

in the model. However, the advantage of using the FPM is that 

it achieved an impressive result in precision compared to the 

SPM. The best MNB classifier achieved acceptable accuracy, 

great F1 score, and good sensitivity compared to other 

machine learning algorithms.  

Comparing the experimental results to previous studies 

predicting maize yield levels in China was challenging 

because those studies targeted different yield levels of 

prediction and used different factors that impact yield levels. 

Some studies depended on soil parameters combined with 

climate data to predict yield levels [42-43]. However, those 

studies neglected modern agricultural approaches such as the 

use of artificial soil or hydroponics (soilless plant culture). 

Additionally, each study used a different dataset. The use of 

soil properties and climatic data in predicting crop yield has 

been a common approach in many studies, as seen in [43].  

In our study, we aimed to cover a larger area of agricultural 

maize land by combining data from four different regions in 

China, totaling 15.5 million hectares. Rather than relying on 

soil data, our focus was on utilizing modern agricultural 

techniques such as artificial soil or hydroponics.  

Maize crops are highly sensitive to changes in climate, with 

various climatic parameters such as maximum and minimum 

temperatures, and rainfall affecting their growth. The average 

temperature has increased by 1.2°C since 1961, indicating the 

occurrence of climate changes [44]. In the dry North, rainfall 

has decreased while it has increased in the wet South [45]. In 

relation to maize yield, an inverse proportional relationship 

exists between Tmax and yield, while a direct proportional 

relationship exists between Tmin and yield. An increase in 

Tmax would result in a decrease in maize yield, whereas an 

increase in Tmin would lead to a rise in yield, particularly in 

Northeast China [46]. Furthermore, changes in rainfall (ΔRf) 

have a negative effect on maize yield in the Northeast and 

Huanghuaihai regions [32]. 

The proposed future work is to develop and implement a 

machine learning and deep learning hybrid model for 

predicting crop yield. This will involve performing various 

experiments on the dataset and evaluating the performance of 

different deep learning algorithms [47] with an increased 

dataset. Ensemble techniques will also be explored to further 

improve the accuracy of the model.  

In the current study, climate data was used as the feature 

and maize yield level as the target variable. The SPM achieved 

an accuracy improvement of 10.2% over the best performing 

machine learning classifier. 

VII. CONCLUSIONS 

  The study proposed two novel models to predict accurate 

maize yield levels in China. The models consisted of five 

machine learning classifiers (KMBDQ) that used different 

methods of combination resulting in two architectures. 

Standard performance evaluation metrics were used to 

evaluate the models. 

 The SPM achieved higher accuracy compared to the FPM 

and the other 17 popular machine learning classifiers. The 

SPM also achieved the best sensitivity and F1 score. It was 

evident that the SPM was efficient and yielded impressive 

improvements. On the other hand, the FPM combination 

method was not as efficient as the SPM, as it gave a lower 

accuracy compared to the best individual machine learning 

and SPM results. The computation time for a single predicted 

maize yield level was calculated within microseconds. 
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Fig. 7. The accuracy of the two proposed models and the most popular classifier machine learning algorithms. 

 
Fig. 8. Execution time for prediction of the two proposed models and the most popular classifier machine learning. 

 

 
 Fig. 9. The accuracy of the two, three, four and five 

combined machine learning algorithms that used the first 

proposed algorithms. 

 
Fig.10. The accuracy of the two, three, four and five 

combined machine learning algorithms that used the second 

proposed algorithms. 
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TABLE X 

PERFORMANCE EVALUATION OF THE MOST POPULAR CLASSIFIERS ADABOOST, LGBM, ETC, LR, GBC, DTC AND RFC 

 
TABLE XI 

PERFORMANCE EVALUATION OF THE MOST POPULAR CLASSIFIERS, SVC, GNB, BNB, MNB, LDA, QDA, KNN, MLPC, SGDC AND 

XGB 

 
 

 

 

TABLE XII  

PERFORMANCE EVALUATION OF THE FPM ALGORITHM 

APPLIED ON THE TWO, THREE, FOUR AND FIVE 

COMBINATIONS 

TABLE XIII   

PERFORMANCE EVALUATION OF THE SPM ALGORITHM 

APPLIED ON TWO, THREE, FOUR AND FIVE COMBINATIONS 
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