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Abstract — Fog computing is a new computing paradigm that has been proposed to extend cloud computing services to the edges of cloud computing networks. Minimizing the total completion time of an application without violating user-defined deadline is one of the most important problems that are related to task scheduling in fog environments. In this paper, we have proposed a new algorithm called Deadline Aware Resource Allocation (DARA) algorithm. The main contribution of this algorithm is to enhance the performance of fog environment by allocating resources in an efficient manner under deadline constraint. The algorithm is compared with Dynamic Resource Allocation Method (DRAM) algorithm. Simulation results proved that our proposed algorithm provides better performance in terms of makespan, total cost, and resource utilization.

Keywords — Cloud computing, Fog computing, Task scheduling, Resource allocation

1. INTRODUCTION

Cloud computing is a powerful technology that provide many on-demand services to users over the internet. It introduces a lot of features like scalability, flexibility, and performance cost efficiency. Cloud computing is based on virtualization technology [1]. The most important drawback of cloud computing is that cloud data centers are geographically far away from end users. This drawback added some limitations on using cloud computing for time sensitive applications that require low latency. To address the limitations of cloud computing, fog computing has been proposed [2-4].

1.1 Fog computing

Fog computing is a new distributed computing paradigm that was first introduced by Computer Information Systems Corporation “Cisco” in 2012[5]. It acts as an intermediate layer between cloud data centers and end users [6]. Like cloud computing, fog computing is also based on virtualization. Fog computing extends cloud services like data, storage, networking, and computing services closer to end users as shown in Figure 1 [7-9]. So, fog is best suited for real time applications [10]. Fog helps to overcome the limitation of cloud by providing real-time and low latency services. So, fog computing doesn’t replace cloud computing, but they complement each other [11-14].

1.2 Task Scheduling and Resource Allocation In Fog Environment

Fog computing environment consists of a set of heterogeneous resources with different capabilities. So, task scheduling is an important issue to specify which resource best fit to which task. The main objective of task scheduling in fog computing is to map tasks to the available resources and determine the order of execution of these tasks in order to minimize the total execution time (makespan). Task scheduling is classified into two classes according to the dependencies between tasks: (1) dependent task scheduling, (2) independent task scheduling. In dependent task scheduling, there are dependency relationship and communication between tasks [15]. On the other side, there are no dependency relationship and communication between tasks in independent task scheduling [16], [17]. Effective scheduling techniques are required to optimize and enhance the overall performance of computing systems.

In fog computing, there are limited physical resources in terms of storage, memory and processors.
that are required to serve many user tasks or requests [18].

![Hierarchal architecture of fog computing](image)

Figure 1. Hierarchal architecture of fog computing [10].

Consequently, efficient resource allocation is required to achieve highest system throughput and maximum profit. Resource allocation is defined as a systematic approach to allocate available resources to the clients over the internet [2].

*The main contribution of this paper is to assign tasks of customers to the available resources of fog computing environments in a prioritized fashion to minimize the completion time, minimize total cost, and maximize resource utilization based on deadline constraint.*

This paper is organized as follows: Related work is presented in Section 2. Problem definition is illustrated in Section 3. Our proposed algorithm is described in Section 4. Experimental results are presented and discussed in Section 5. Finally, both conclusion & future work are presented in Section 6.

2. RELATED WORK

Task scheduling and resource allocation are important issues in fog computing. Efficient task scheduling and resource allocation algorithm will help to increase the overall performance of the system. Recently, much research has discussed these issues. In [2], they proposed a three-layered architecture, and designed an efficient algorithm called efficient resource allocation (ERA) for resource provisioning in fog computing. The architecture is based on a system model where a fog layer is used between the end-user clients and the cloud datacenter. In [19], the authors proposed a priority-based task scheduling algorithm in fog computing. Their algorithm enhanced the ERA algorithm with priority scheme to reduce both the average response time and the total cost. In [20] the authors proposed an algorithm for load balancing in cloud environment called dynamic resource allocation method (DRAM). DRAM tends to minimize the load-balance variance, which is relevant to the resource utilization of each computing node, and the average resource utilization. In [21], they proposed a scheduling algorithm called Cost-Makespan aware Scheduling (CMaS) heuristic to achieve the balance between the performance of application execution and the mandatory cost for the use of cloud resources. Additionally, an efficient task reassignment strategy is also proposed to refine the output schedules of the CMaS algorithm to satisfy the user-defined deadline constraints. In [22] it is proposed that a new fog computing architecture, which is divided into three layers. Then, a systematic two-level resource scheduling model is presented. Finally, a novel resource scheduling scheme was proposed using an improved non-dominated sorting genetic algorithm II (NSGA-II) with the aim to reduce the service latency and improve the overall stability of task execution. In [23], they proposed a model to effectively schedule the user tasks on the fog computing resources by combining the VM allocation and VM selection methods in the perfect arrangement. Various methods associated with VM allocation and VM selection are evaluated and combined in a suitable combination to discover the best task scheduling combination for the effective and optimized user data processing. In [24] the authors aimed to provide an easy and concise view of the High-Performance Computing (HPC) algorithms. Firstly, they presented the classification of scheduling algorithms based on multiple factors like fairness, waiting time, throughput, overhead, etc. Secondly, the forecasting has been done on HPC applications to predict the growth rate for 2020 and beyond. The authors in [25] proposed a task scheduling strategy based on a hybrid heuristic (HH) algorithm that mainly solves the problem of terminal devices with limited computing resources and high energy consumption and makes the scheme feasible for real-time and efficient processing tasks of terminal
devices. HH algorithm combines the advantages of improved particle swarm optimization (IPSO) and improved ant colony optimization (IACO) to search for the optimal solution for task scheduling problem in smart production lines with fog computing. In [26], it is proposed a multi-cloud to multi-fog architecture and design two kinds of service models by employing containers to reduce the service delay improve the resource utilization of fog nodes and. Based on these models they presented a task scheduling algorithm for energy balancing which uses a dynamic threshold strategy to schedule requests in real time. In [27], they proposed a new orchestration of Consumer to Fog to Cloud (C2F2C) based framework for efficiently managing the resources in residential buildings. It consists of three layers. Cloud layer which deals with on-demand delivery of the consumer’s demands. Fog layer that is responsible for Resource management. Consumer layer which is based on the residential users and their electricity demands from the six regions of the world. These regions are categorized on the bases of the continents. In [28], the authors used a framework, including three parallel algorithms, namely, offloading, buffering, and resource allocation, to improve resource allocation balance, throughput, and task completion ratio. They considered a fog queuing system with limited infrastructure resources to accommodate real-time tasks with heterogeneities in task types and execution deadlines. In [29] highlighted key features of iFogSim along with providing instructions to install it and simulate a Fog environment. Also, they demonstrated how to implement custom application placement in iFogSim simulated Fog environment along with an IoT-enabled smart healthcare case study. In [30], it is designed novel resource allocation algorithms for the Social Internet of Things (SFIoT) system. They adopt the basic concept of two game models: voting and bargaining games to formulate the interaction among mobile devices and FC operator. Bicooperative voting game (BVG) approach is responsible for control decisions for the resource allocation method, and Nash bargaining solution (NBS) is responsible for distributing the computation resource to different application tasks. The author in [31] investigated the computation resource allocation and task assignment problem in VFC from a contract matching integration perspective. A contract-based incentive mechanism was proposed to motivate vehicles to share their resources, and a pricing-based stable matching algorithm was developed to address the task assignment problem. In [32] it is considered the resource allocation and task scheduling problem under fog system to minimize total tardiness of the tasks and meet the hard deadlines. A deadline-aware estimation of distributed algorithm (dEDA) with a repair procedure and local search is adopted to determine the task processing order and computing node allocation. In [33], the authors proposed an efficient centralized secure architecture for healthcare system deployed in Cloud environment. Fog Computing environment was used to run the framework. First, health data is collected from sensors and sent to the near edge devices. Finally, devices transfer the data to the cloud for seamless access by healthcare professionals. The main focus of this work is the security as Authentication and Authorization of all the devices. The proposed system uses asynchronous communication between the applications and data servers deployed in the cloud environment. In [34] they investigated the research challenges in Fog Computing. It promoted a lot of research in the area of Fog Computing application.

All previous studies concluded that resource provisioning and allocation is the most important issue in fog computing that can affects the processing time of tasks because improper resource allocation can lead to degrading the performance of the system. However, the previous studies rarely considered QoS parameter such as task deadline which is essential for real time tasks. This paper differs from previous studies in its contribution which is minimizing the completion time and maximizing resource utilization simultaneously under the deadline constraint to satisfy the demands of the user and improve QoS.

3. PROBLEM DEFINITION

3.1 Fog Computing Architecture

Fog computing adds an extra fog layer between cloud and end devices (end users). As shown in Figure 2, the system model consists of three layers: cloud layer, fog layer and client layer. Cloud layer (top layer) consists of a set of cloud data centers. Client layer (bottom layer) consists of end devices, which send requests to the upper layers for application
execution. Fog layer (middle layer) consists of a set of fog nodes or fog servers. Each fog node consists of several virtual machines (VMs). Each VM contains various physical resources including CPU, memory, storage, and bandwidth. Our proposed algorithm is implemented at the fog layer. In the fog layer, there is a fog device called fog broker that acts as a resource manager and task scheduler. Fog broker is responsible for receiving requests or tasks from users, managing the available resources, and generating the most suitable schedule to specify which task will be executed on which resource.

3.2 Problem Statement

In fog computing, scheduling means assigning the available resources to user requests or tasks in a specified order to satisfy user requirements and quality of service (QoS) needed. One of the most important parameters of QoS is deadline. In our problem, we focused on allocating resources to tasks considering user-defined deadline constraints.

![Fog computing architecture](image)

Figure 2. Fog computing architecture [36].

Fog layer consists of $S$ number of fog servers denoted as $S_1, S_2, \ldots, S_s$. Each fog server consists of $M$ number of VMs denoted as $p_1, p_2, \ldots, p_m$. Each VM has its own resources and its own speed (denoted by $sp_i$, $sp_i$ is measured by the number of millions of instructions per second (MIPS). Let $N = \{T_1, T_2, \ldots, T_n\}$ represents the number of independent tasks to be executed in fog. The problem can be stated as follows: a set of $N$ independent tasks will be executed on $M$ virtual machines considering the deadline constraint $d$. We aim to minimize the completion time of the task, minimize the total cost of resource usage as well as maximize the resource utilization under deadline constraint defined by the user for each task.

4. PROPOSED ALGORITHM

Each task has different properties such as deadline, length, and execution time. In task scheduling, deadline is considered one of the most important parameters for task execution, which affects QoS of the system. The focus of DRAM [20] algorithm was on minimizing the load balance variance and maximizing resource utilization without considering the effectiveness of the makespan and deadline parameters. DARA algorithm aims to maximize resource utilization and makespan taking into consideration deadline. Users submit tasks with deadline constraint for each task to the fog broker. Then, the broker will assign these tasks to the available resources according to the proposed algorithm.

The execution time of a task can be calculated by Equation 1[35].

$$ET = \frac{r}{sp_i} \quad (1)$$

Where $sp_i$ is the VM’s speed, $r$ is the task’s length. On each VM, EET (Expected Execution Time) of the task is calculated by using Eq. 1 and compared with the deadline constraint. The VM which meet the deadline constraint will be labeled as a valid VM. Otherwise, it is labeled invalid VM as illustrated in Eq. 2.

$$VM’s\ state = \begin{cases} \text{Valid} & \text{if } EET \leq \text{deadline} \\ \text{Invalid} & \text{otherwise} \end{cases} \quad (2)$$

Then, the task will be assigned to one of the valid VMs, which provides the least and enough requirements based on the task type. For example: In case of memory task, the task will be assigned to a valid VM that has the least and enough memory for executing the task. In case of storage task, the task will be assigned to a valid VM that introduce the least and enough storage for the task. The same approach is applied for other types of tasks.

Finally, a factor called deadline is violated ($DIV$) will be used to express whether the task can be executed before its deadline or not. $DIV$ is a binary factor which has two values 1, 0. $DIV(T) = 1$, if the deadline of a task $T$ is violated. In this case, the task
will be migrated to another fog server. \(DIV(T) = 0\), if the deadline of task \(T\) is achieved the task will be assigned to a specific VM and removed from the tasks ready queue.

4.1 Steps of Proposed Algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-</td>
<td>Categorize tasks into groups based on the task type.</td>
</tr>
<tr>
<td>2-</td>
<td>In each group, sort tasks in descending order.</td>
</tr>
<tr>
<td>3-</td>
<td>Assign priority to each group based on the availability of VMs</td>
</tr>
<tr>
<td>4-</td>
<td>Select the highest priority group</td>
</tr>
<tr>
<td>5-</td>
<td>For (j = 1 ) to (n) // (n) is the number of tasks in each group</td>
</tr>
</tbody>
</table>
| 6-   | \(//\) check VM state:  
|      | For \(i = 1 \) to \(m\) |
|      | Calculate the expected execution time of task (\(EET\))  
|      | If \(EET < \) task deadline \(\) VM state = valid  
|      | Else  
|      | Count ++ \(\) VM state = invalid |
| 7-   | If count > 0  
|      | DIV = 0  
|      | Find a specific successful VM that provide the least and enough requirements for the task based on the task type. |
|      | Else  
|      | DIV = 1  
|      | Migrate task to another fog server |
| 8-   | Map task to a specific VM.  
|      | End for //all tasks are mapped. |

5. SIMULATION AND EXPERIMENTAL RESULTS

5.1 Simulation Environment

A simulation environment that simulates fog environment has been built to evaluate the performance of \(DARA\) algorithm. Visual C# .NET 4.0 is used to build the simulator on machine with: Intel(R) Core(TM) i3 CPU M 350 @2.27GHz, RAM of 8.00 GB, and the operating system is window 10, 64-bit.

Each fog node has different processing capabilities. We assumed that each fog node consists of two virtual machines. Each VM has its own processing power that is measured by MIPS (Millions of Instructions per Second) along with memory, capacity, and bandwidth. The characteristics of fog nodes are shown in Table 1. Each task has different attributes which are shown in Table 2.

Six data sets have been used in our experiment with variable size from 500 tasks to 3000 tasks. Each task in data sets was generated randomly in the range mentioned in Table 2. The experiment covered two types of tasks: capacity tasks (that require huge amount of storage capacity), and memory tasks (that require more memory).

<table>
<thead>
<tr>
<th>Table 1. Characteristics of fog nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Number of fog nodes</td>
</tr>
<tr>
<td>Number of VMs in each node</td>
</tr>
<tr>
<td>Computation power of VM</td>
</tr>
<tr>
<td>Storage capacity of VM</td>
</tr>
<tr>
<td>Memory of VM</td>
</tr>
<tr>
<td>Memory Usage Cost</td>
</tr>
<tr>
<td>Storage Usage Cost</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Attributes of Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attribute</strong></td>
</tr>
<tr>
<td>Number of tasks</td>
</tr>
<tr>
<td>Arrival Time</td>
</tr>
<tr>
<td>Deadline</td>
</tr>
<tr>
<td>Length</td>
</tr>
<tr>
<td>Required Capacity</td>
</tr>
<tr>
<td>Required Memory</td>
</tr>
</tbody>
</table>
5.2 PERFORMANCE EVALUATION PARAMETERS
We used some parameters to evaluate the performance of the proposed algorithm in fog computing environment. The considered parameters are:

5.2.1 Makespan
Makespan also called “schedule length” is defined as the maximum finish time of last task executed on the VMs or the time when the last machine finishes. It begins from the time the request is received to the time that the last task is completed. To achieve higher performance, makespan should be minimized. It can be calculated by Equation 3 [39].

\[
\text{Makespan} = \text{Max} \{CT(P_i)\}
\]

Where \(CT\) is the completion time, \(i \in \text{VMs} \ (1 \leq i \leq m)\)

5.2.2 Response Time
Response time \((RT)\) is the time taken by a task to complete the execution [37]. In other words, it is the elapsed time between submission and completion time of task. It can be calculated by Equation 4 [40].

\[
RT = CT_j - SB_j
\]

Where \(j \in \text{T} \ (1 \leq j \leq n)\). \(CT\) is the completion time; \(SB\) is the submission time.

To calculate the average response time for all tasks on one VM, Equation 5 is applied.

\[
\text{Avg. } RT = \frac{\sum_{j=1}^{n} RT_j}{n}
\]

Then, the mean of total average response time of all VMs is calculated by using Equation 6.

\[
\text{Mean of total } \text{Avg. } RT = \frac{\sum_{i=1}^{m} \frac{\text{Avg. } RT_i}{m}}{m}
\]

Where \(n\) is the number of tasks in VM and \(m\) is the number of VMs.

5.2.3 Throughput
Throughput is the no of tasks completed per unit time. It reflects the efficiency of the scheduling algorithm. It can be calculated by equation 7 [41].

\[
\text{Throughput} = \frac{n}{\text{Makespan}}
\]

Where \(n\) is the total number of tasks

5.2.4 Resource utilization (RU)
An important optimization metric is maximizing resource utilization. It is defined as the resource usage of the resource units on the computing nodes. It can be calculated as follow [41]:

\[
\text{RU} = \frac{\sum_{i=1}^{m} \text{Makespan}_i}{m \times \text{Max}_\text{Makespan}}
\]

Where \(i \in \text{VMs} \ (1 \leq i \leq m)\), \(\text{max} \_\text{makespan}\) can be expressed as:

\[
\text{Max}_\text{Makespan} = \max \{\text{Makespan}_i\}
\]

Where \(i \in \text{VMs} \ (1 \leq i \leq m)\)

5.2.5 Load Balancing
Load balancing refers to the process of distributing a set of tasks over a set of resources, with the aim of making their overall processing more efficient. It is calculated by equation 10 [41].

\[
\text{Load Balancing} = \frac{\sum_{i=1}^{m} \text{Makespan}_i}{m}
\]

Where \(i \in \text{VMs} \ (1 \leq i \leq m)\)

5.2.6 Total Cost
To calculate the cost of processing a task \(T_j\) on a VM \(P_i\), we must calculate the usage cost of resources included in that VM. These resources include CPU (processing), storage, and RAM. In this work, we have calculated only storage and memory cost. The cost of task “\(j\)” on a VM “\(i\)” can be expressed by equation 11 [42].

\[
\text{Cost } (T_j^i) = \text{C}_r (T_j^i) + \text{C}_s (T_j^i)
\]

In equation 11, each cost can be calculated as follow:

\[
\text{C}_r (T_j^i) = c_1 \times \text{RAM } (T_j^i)
\]

Where \(c_1\) is the RAM usage cost per data unit in VM \(P_i\) and \(\text{RAM } (T_j^i)\) is the RAM required by task \(T_j\).

\[
\text{Storage cost can be defined as equation 13:}
\]

\[
\text{C}_s (T_j^i) = c_2 \times \text{S } (T_j^i)
\]

Where \(c_2\) is the storage usage cost per data unit in VM \(P_i\) and \(\text{S } (T_j^i)\) is the storage required by task \(T_j\).
Finally, the total cost for all tasks executed on the system can be calculated as follows:

\[ \text{Total cost} = \sum_{i=1}^{m} \sum_{j=1}^{n} \text{Cost}(T_{j}^{i}) \]  

(14)

Where \( i \in \text{VMs} \ (1 \leq i \leq m) \), \( j \in T \ (1 \leq j \leq n) \)

5.3 EXPERIMENTAL RESULTS

In our simulation, we compared the evaluation metrics of our proposed algorithm “DARA” with those of DRAM algorithm, with varying the number of VMs from 6 to 10 VMs and varying the number of tasks from 500 to 3000 tasks.

5.3.1 Results on 6 VMs

The results are shown in figure 3, 4, 5, 6, 7, 8. The comparison results of evaluation metrics between DARA, DRAM, and MRR algorithms are listed in table 3, 4.

From figure 3, it is shown that DARA algorithm consumes lesser time to process tasks than DRAM. This means that tasks are properly allocated to the most suitable VMs that satisfy the requirements of task and complete its execution in lesser time.

Table 3. Comparison results of DARA and DRAM algorithms on 6 VMs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>Total Makespan</th>
<th>Average Response Time</th>
<th>Resource Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DARA</td>
<td>DRAM</td>
<td>DARA</td>
</tr>
<tr>
<td>500</td>
<td>1613</td>
<td>1748</td>
<td>12.500064</td>
</tr>
<tr>
<td>1000</td>
<td>2066</td>
<td>2981</td>
<td>8.067044654</td>
</tr>
<tr>
<td>1500</td>
<td>3315</td>
<td>3583</td>
<td>8.221315193</td>
</tr>
<tr>
<td>2000</td>
<td>3542</td>
<td>4015</td>
<td>6.667184918</td>
</tr>
<tr>
<td>2500</td>
<td>2902</td>
<td>4245</td>
<td>4.621646391</td>
</tr>
<tr>
<td>3000</td>
<td>4351</td>
<td>4896</td>
<td>5.707701909</td>
</tr>
</tbody>
</table>

Table 4. Comparison results of DARA and DRAM algorithms on 6 VMs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>Throughput</th>
<th>Load Balancing</th>
<th>Total Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DARA</td>
<td>DRAM</td>
<td>DARA</td>
</tr>
<tr>
<td>500</td>
<td>0.309981401</td>
<td>0.28604119</td>
<td>567.5</td>
</tr>
<tr>
<td>1000</td>
<td>0.484027106</td>
<td>0.3354579</td>
<td>1171.833333</td>
</tr>
<tr>
<td>1500</td>
<td>0.452488688</td>
<td>0.418643595</td>
<td>1753</td>
</tr>
<tr>
<td>2000</td>
<td>0.564652739</td>
<td>0.498132005</td>
<td>2301.5</td>
</tr>
<tr>
<td>2500</td>
<td>0.861474845</td>
<td>0.588928151</td>
<td>2878.666667</td>
</tr>
<tr>
<td>3000</td>
<td>0.689496667</td>
<td>0.612745098</td>
<td>3444</td>
</tr>
</tbody>
</table>

Figure 3. Comparison of Total Makespan

Figure 4. Comparison of Average Response Time
Figure 4 represents the average response time comparison. We can see from the figure that, DARA algorithm process tasks with lesser response time than DRAM algorithm. That makes DARA algorithm best suited for real time applications than DRAM algorithm. Resource utilization results shown in figure 5 demonstrates that, DARA algorithm provide better resource utilization than DRAM algorithm which means that, majority of resources have been allocated.

In figure 6, it is seen that DARA algorithm provides better throughput than DRAM algorithm. This means that DARA can process more tasks than DRAM in one unit time which results in improving the overall performance of the system.

Figure 7, 8 show the load balancing and total cost results. We can see that the two algorithms provide the same results or close results. This shows that, we have improved the other performance metrics while maintaining the total cost and load balancing parameters as stable as possible.

5.3.2 Results on 8 VMs

The results are shown in figure 9, 10, 11, 12, 13, 14. The comparison results of evaluation metrics between DARA, DRAM, and MRR algorithms are listed in table 5, 6.

5.3.3 Results on 10 VMs

The results are shown in figure 15, 16, 17, 18, 19, 20. The comparison results of evaluation metrics between DARA, DRAM, and MRR algorithms are listed in table 7, 8.
### Table 5. Comparison results of DARA and DRAM algorithms on 8 VMs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>Total Makespan</th>
<th>Average Response Time</th>
<th>Resource Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DARA</td>
<td>DRAM</td>
<td>DARA</td>
</tr>
<tr>
<td>500</td>
<td>1100</td>
<td>1526</td>
<td>7.4820</td>
</tr>
<tr>
<td>1000</td>
<td>1778</td>
<td>2005</td>
<td>6.4829</td>
</tr>
<tr>
<td>1500</td>
<td>2270</td>
<td>2420</td>
<td>5.3171</td>
</tr>
<tr>
<td>2000</td>
<td>1931</td>
<td>2643</td>
<td>3.5724</td>
</tr>
<tr>
<td>2500</td>
<td>2488</td>
<td>2771</td>
<td>3.9312</td>
</tr>
<tr>
<td>3000</td>
<td>2703</td>
<td>3222</td>
<td>3.6754</td>
</tr>
</tbody>
</table>

### Table 6. Comparison results of DARA and DRAM algorithms on 8 VMs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>Throughput</th>
<th>Load Balancing</th>
<th>Total Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DARA</td>
<td>DRAM</td>
<td>DARA</td>
</tr>
<tr>
<td>500</td>
<td>0.4545</td>
<td>0.3276</td>
<td>425.125</td>
</tr>
<tr>
<td>1000</td>
<td>0.5624</td>
<td>0.4987</td>
<td>878.375</td>
</tr>
<tr>
<td>1500</td>
<td>0.6607</td>
<td>0.6198</td>
<td>1,313.75</td>
</tr>
<tr>
<td>2000</td>
<td>1.0357</td>
<td>0.7567</td>
<td>1,724.625</td>
</tr>
<tr>
<td>2500</td>
<td>1.0048</td>
<td>0.9022</td>
<td>1,984.25</td>
</tr>
<tr>
<td>3000</td>
<td>1.1098</td>
<td>0.9310</td>
<td>2,201.25</td>
</tr>
</tbody>
</table>

### Figure 9. Comparison of Total Makespan

![Total Makespan on 8 VMs](image)

### Figure 10. Comparison of Average Response Time

![Avg Response Time on 8 VMs](image)

### Figure 11. Comparison of Resource Utilization

![Resource Utilization on 8 VMs](image)

### Figure 12. Comparison of Throughput

![Throughput on 8 VMs](image)
Table 7. Comparison results of DARA and DRAM algorithms on 10 VMs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>Total Makespan</th>
<th>Average Response Time</th>
<th>Resource Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DARA</td>
<td>DRAM</td>
<td>DARA</td>
</tr>
<tr>
<td>500</td>
<td>1100</td>
<td>1526</td>
<td>7.482014849</td>
</tr>
<tr>
<td>1000</td>
<td>1778</td>
<td>2005</td>
<td>6.482926517</td>
</tr>
<tr>
<td>1500</td>
<td>2351</td>
<td>2420</td>
<td>5.299293051</td>
</tr>
<tr>
<td>2000</td>
<td>1954</td>
<td>2643</td>
<td>3.597008952</td>
</tr>
<tr>
<td>2500</td>
<td>2536</td>
<td>2771</td>
<td>4.043187311</td>
</tr>
<tr>
<td>3000</td>
<td>2796</td>
<td>3222</td>
<td>3.445009154</td>
</tr>
</tbody>
</table>

Table 8. Comparison results of DARA and DRAM algorithms on 10 VMs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>Throughput</th>
<th>Load Balancing</th>
<th>Total Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DARA</td>
<td>DRAM</td>
<td>DARA</td>
</tr>
<tr>
<td>500</td>
<td>0.454545455</td>
<td>0.327653997</td>
<td>340.1</td>
</tr>
<tr>
<td>1000</td>
<td>0.562429696</td>
<td>0.498753117</td>
<td>702.7</td>
</tr>
<tr>
<td>1500</td>
<td>0.638026372</td>
<td>0.619834711</td>
<td>1030.1</td>
</tr>
<tr>
<td>2000</td>
<td>1.023541453</td>
<td>0.756715853</td>
<td>1151.8</td>
</tr>
<tr>
<td>2500</td>
<td>0.985804416</td>
<td>0.902201371</td>
<td>1403</td>
</tr>
<tr>
<td>3000</td>
<td>1.072961373</td>
<td>0.931098696</td>
<td>1737.7</td>
</tr>
</tbody>
</table>
DARA algorithm is based on dividing tasks according to its type resulting in minimizing the completion time and maximizing resource utilization of the system. Also, executing tasks with higher requirements first resulted in higher throughput and lesser response time. On the other side, taking the deadline of tasks into consideration improve the overall performance of the system.

6. CONCLUSION AND FUTURE WORK

Fog computing is an emerging computing paradigm that brings cloud services nearest to the users. Efficient resource allocation is a key issue which affects the overall performance in terms of total completion time of the application, resource utilization, and the total cost of consuming resources. In this paper, we proposed DARA algorithm that efficiently allocate the application tasks on the available resources under deadline constraint. It can be implemented in the fog layer. DARA is suitable for real-time and latency sensitive applications. Due to few resources available in our experiment, a simulator has been built to evaluate the performance of DARA algorithm against DRAM algorithm. The results showed that DARA provide better performance than DRAM in terms of makespan, resource utilization, throughput, and the average response time while maintaining the total cost of using resources and load balancing as stable as possible. From the results we can see that the total improvement ratio of makespan is approximately 16% while increasing the number of tasks and the number of VMs. In the future, we can take into consideration other QoS constraints like user defined budget to enhance the performance of the system. On the other side, we can enhance DARA algorithm to improve the results of cost and load balancing. We can also apply it on other simulators like iFogSim.
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