Abstract—in this paper, present a computational method for solving Fredholm integral equations of the second kind. The method based on the application of the shifted Legendre polynomials in matrix forms. We create a technique for extracting the Legendre coefficients of each polynomial away so that each Legendre polynomial is rewritten in the form of its coefficient’s matrix multiplied by the monomial basis function matrix. This technique significantly reduces the round off errors. By using this technique, the unknown and the data functions are expressed in two forms; each consists of three matrices. The kernel is approximated twice relevant to its two variables so that it is transformed into a form consists of a product of five matrices. By substituting by the approximate unknown function into the left and the right sides of the integral equation, we obtain an algebraic linear system of the equations without applying the collocation points. Moreover, we adapted the Gauss–Quadrature rule in an adjustment form and applied it for computing the resulted integrals. The convergence in the mean of the approximate solution and the kernel are proved. Additionally, the maximum norm error is studied, and it is found equal to zero. Numerical results are obtained for five examples to clarify the simplicity, efficiency, and reliability of the method. The obtained solutions are equal or rapidly converge to the exact solutions.
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I. INTRODUCTION

Integral equations arise in many scientific and engineering problems, for instance, image processing, inverse problems, bioengineering, electromagnetic, heat-conduction, radiation, astrophysics, potential and reactor theorems, quantum mechanics, diffraction problems, scattering in quantum mechanics [1-3].

Many initial and boundary value problems in engineering and physical science can be easily converted to Fredholm integral equations of specific kinds [4-7]. The reason for solving initial or boundary value problems through integral equation method is due to its ability to solve the problem easier, facilitate the proving of the uniqueness of the solution, empower to know more properties about the solution, and enable for the analytical treatments of the singularities of the solution of the original problems.

In [8-11], the authors provided methods for solving singular integral equations based on the application of orthogonal polynomials with different techniques. These methods can be applied for solving nonsingular integral equations. There were also some published articles [12-14] for solving Volterra integral equations of the second kind based on the barycentric Lagrange interpolation with various techniques, which are applicable for solving second kind Fredholm equations. But we try here to present a new method based on shifted Legendre polynomials in matrix form using some innovative ideas. There are valuable methods published for the numerical solutions of Fredholm integral equations of the second kind [15-24].

Abdullah et al., in [21] presented a method based on Toachard Polynomials (T-Ps) to solve linear Fredholm integral equation of the second kind. The authors in [22] presented an approach that is more efficient than the Nystrom method to find out a unique solution of the Fredholm integral equation of the second kind. Mohammad in [23] presented a method based on the use of B-spline quasi-affine tight framelet systems generated by the unitary and oblique extension principles. Maleknejad and Mahmoudi in [24] applied the hybrid Taylor polynomials and Block-pulse functions to estimate the solution of the linear Fredholm integral equation of the second kind.

The goal of this paper is to introduce a new approach for solving Fredholm integral equations of the second kind. The proposed method based on the shifted Legendre polynomials in matrix form without applying the collocation method in order to reduce the solution to an algebraic linear system unlike most of the above-mentioned methods. We attempt to present a new simple, straightforward, and well-organized computational method that gives more accurate solutions regardless of the analyticity of the unknown functions and the kernels. Furthermore, we aspire to establish a method adequate for non-degenerate kernels, and singular equations. To reduce the round off errors and since integrating the monomial basis function is easier than integrating the Legendre polynomials, we extract the Legendre coefficients of each
polynomial and put them in a separated matrix so that it can be expressed as a product of two matrices (the first matrix is known coefficients matrix and the second one is the monomial basis functions matrix).

First, we approximate the data function and the unknown function by using Legendre polynomials via monomial basis matrices of the same degree. The kernel is approximated twice in such a manner that the Legendre coefficients of the kernel which obtained from the first approximation are expanded once again about the second variable of the kernel by Legendre polynomial of the same degree. Thus, the Legendre coefficients of the kernel can be determined through double repeated integral formulas. Additionally, and to ensure the ease and accuracy of the obtained approximate repeated integrals, the Gauss-Legendre rule is adapted in an easy form and applied. Furthermore, and to dispense the application of collocation points to get an algebraic linear system equivalent to the required solution, we replacing the approximate unknown function twice into the considered integral equation. Thus, without applying collocation points and by utilizing some matrix operations, the required solution is transformed into the solution of an algebraic linear system.

Convergence in the mean of the unknown function, and the kernel are proved [25,26]. Besides some concepts and Euclidean norms of real analysis are applied to estimate the total approximation error [27,28]. The solutions of the illustrated four examples were exact and strongly converge to the exact solutions compared with the solutions obtained by the methods given in [21-24], which ensures the high accuracy and superiority of the presented numerical method.

II. DOUBLE APPROXIMATE KERNEL METHOD

Consider the linear Fredholm integral equation of the second kind
\[ u(x) = f(x) + \int_a^b k(x,t)u(t) \, dt; \quad a \leq x \leq b \] (1)
where \( k(x,t) \) is the kernel, \( f(x) \) is the data function, and \( u(x) \) is the unknown function. We assume that \( k(x,t) \) is not badly behaving function, and it is defined on the square \( \{(x,t): a \leq x,t \leq b\} \) and
\[ \int_a^b \int_a^b |k(x,t)|^2 \, dx \, dt < M; \quad M \text{ is a real number.} \]
Moreover, we consider the two functions \( u(x), f(x) \) belong to \( L_2(a,b) \) and \( \max_{x \in [a,b]} f(x) = N; \quad N \text{ is a real number.} \)
The proposed computational method begins by redefining the infinite set of orthogonal Legendre polynomials \( \{p_i(x)\}_{i=0}^{\infty} \) for \( |x| \leq 1 \) to be applicable for approximating functions defined on \([a,b]\). In this context, the Legendre polynomials \( \{p_i(x)\}_{i=0}^{\infty} \) for \( x \in [a,b] \) can be defined by
\[ p_0(x) = 1, \]
\[ p_i(x) = \frac{1}{i! (a-b)^i} \frac{d^i}{dx^i} [(a-x)(x-b)]^i; \quad i \geq 1; \quad a \leq x \leq b \] (2)
where the orthogonal property is defined by
\[ \int_a^b p_i(x) p_j(x) \, dx = \frac{b-a}{2i+1} \delta_{ij}; \] (3)
\[ \delta_{ij} = \begin{cases} 1; \text{ if } i = j \\ 0; \text{ otherwise} \end{cases} \]
It is necessary here to mention that the existence and uniqueness theorem of Legendre polynomials confirm that if \( f(x) \) is a piecewise continuous, and have a finite number of extrema, then the series \( \sum_{i=0}^{\infty} u_i p_i(x) \) converges to \( f(x) \), where \( x \) is a continuous point and \( u_i \) are the Legendre coefficients. However, let \( \tilde{u}_n(x) \) denotes the approximate unknown function, then we have
\[ \tilde{u}_n(x) = \sum_{i=0}^{n} u_i p_i(x); \] (4)
In matrix form Eq. (4), takes the form
\[ \tilde{u}(x) = U P(x) \] (5)
where \( U = [u_i]_{i=0}^n \) is the required unknown coefficients \( 1 \times (n+1) \) row matrix and \( P(x) = [p_i(x)]_{i=0}^n \) is the column known matrix of order \( (n+1) \times n \) whose entries \( p_i(x) \) are defined by (2). Now, by expanding each Legendre polynomial \( p_i(x); i = 0, n \) into Maclaurin polynomial of degree \( N \) we find that
\[ \tilde{u}(x) = U A X(x) \] (6)
where
\[ X^T(x) = [x^j]_{j=0}^N; \quad A = [a_{ij}]_{i,j}^N; \quad a_{ij} = \frac{p_i(j)(0)}{j!}; \quad i, j = 0, n; \] (7)
Here \( U = [u_i]_{i=0}^n \) is the unknown required coefficients \( 1 \times (n+1) \) row matrix, \( X^T(x) \) is monomial basis polynomial row matrix of order \( 1 \times (n+1) \) and \( A = [a_{ij}]_{i,j}^N \) is a square known coefficients matrix of
order \((n+1)\times(n+1)\). By the same way, let \(\tilde{f}_n(x)\) denotes the approximating function of the given data function \(f(x)\), then we have

\[
\tilde{f}(x) = FAX(x)
\]  

(8)

Where \(F = \left[f_j\right]_{j=0}^m\) is the coefficient row matrix whose entries \(f_j(x)\) can be computed by applying formula (4). Ultimately, sample \(\tilde{k}_n(x,t)\) the approximate kernel obtained by approximating the original kernel \(k(x,t)\) of Eq. (1) via Legendre polynomials with respect to the two variables \(x\) and \(t\) respectively. We begin by approximating the kernel with respect to \(x\), and then with respect to \(t\). Thus, we have

\[
\tilde{k}_n(x,t) = \sum_{i=0}^{n} A_i(t)p_i(x); A_i(t) = \frac{2i+1}{b-a}\int_{a}^{b} k(x,t)\frac{p_i(x)}{p_i'(x)} \, dx
\]  

(9)

Once again, the Legendre coefficients \(A_i(t)\), which are functions of the second variable \(t\) are approximated via Legendre polynomials of the same degrees to get

\[
A_i(t) = \sum_{j=0}^{n} a_{ij} p_j(t) \forall i \in \{0, n\};
\]

(10)

Substituting \(A_i(t)\) that was given by Eq. (10) into Eq. (9), we define the \((n+1)\times(n+1)\) square matrix

\[
C^T = \left[c_{ij}\right]_{i,j=0}^n
\]  

whose entries can be evaluated by

\[
c_{ij} = \frac{(2i+1)(2j+1)}{(b-a)^2} \int_{a}^{b} k(x,t)\frac{p_i(x)}{p_i'(x)} p_j(t) \, dx \, dt; \ i, j = 0, n
\]  

(11)

Alternatively, and from the previous mathematical technique, the approximate kernel \(\tilde{k}(x,t)\) can now be rewritten in the matrix form

\[
\tilde{k}(x,t) = X^T(t)A^T CAX(x)
\]  

(12)

Now, expanding each Legendre polynomial \(p_i(x), p_j(x); i = 0, n\) into Maclaurin polynomial of degree \(n\) we find that

\[
\tilde{k}(x,t) = X^T(t)A^T CAX(x)
\]  

(13)

Our strategically planning now may be summarized as follows: the two approximate functions \(\tilde{u}_n(x), \tilde{k}_n(x,t)\) of Eqs. (6) and (13) are replaced with \(u(x), k(x,t)\) of Eq. (1) to get \(\tilde{u}_n(x)\) explicitly in the following form

\[
\tilde{u}(x) = f(x) + U\tilde{X}A^T CAX(x)
\]  

(14)

where the entries \(\tilde{x}_{ij}\) of the \((n+1)\times(n+1)\) square matrix \(\tilde{X} = \left[\tilde{x}_{ij}\right]_{i,j=0}^n\) can be evaluated by

\[
\tilde{x}_{ij} = \left[b_{i+1,j+1} - a_{i+1,j+1}\right]_{i,j=0}^n \quad \forall \ i, j \in \{0, n\}
\]

(15)

Accordingly, replace \(\tilde{u}_n(x)\) again into both sides of Eq. (1) and considering Eq. (8), yields the following linear system of algebraic equations without applying collocation points

\[
UAX^TCAUAX^TCAX(x) = FA\tilde{X}TCAUAX^TCAX(x)
\]

(16)

Thus, we have

\[
U\left(1 - AAX^TC\right) = F
\]

(17)

Therefore, the solution of system (17) we get the unknown coefficients matrix \(U\) and by substituting into Eq. (6) we obtain the approximate unknown function \(\tilde{u}_n(x)\). To improve the accuracy of the solution of the linear algebraic system (17), we adapted the Gauss-Legendre quadrature rule for computing and minimizing the round-off error of the repeated integrals \(c_{ij}\) that were given by Eq. (11). Let

\[
\int_{a}^{b} f(x) \, dx = \sum_{s=1}^{m} \delta_s f(\omega_s)
\]

(18)

Where

\[
\delta_s = \frac{b-a}{2} \quad \forall \ s = 1, m; \sum_{s=1}^{m} \delta_s = 2
\]

(19)

Here, the values \(\left\{\omega_s\right\}_{s=1}^{m}\) denote the zeros of Legendre polynomial \(P_m(x)\) given by Eq. (2). Now, we attempt to make use of the adaptive m-nodes Gaussian quadrature rule of Eq. (18) to evaluate the integrals that were given by Eq. (11). In the context of this rule, the matrix \(C\) whose entries are the integrals \(c_{ij}\); \(i, j = 0, n\) that were given by Eq. (11) is now transformed to the block matrix \(B\) of order \((n+1)\times(n+1)\), with blocks \(b_{ij}\) of an order \(1 \times 1\) such that

\[
B = \left[b_{ij}\right]_{i,j=0}^n \quad b_{ij} = \mu_j^2P(\omega_s)Q^T(P(\omega_s)) \quad \forall \ s = 1, m
\]

(20)
\[
2 \mu_{ij} = \left( \frac{2i+1}{b-a} \right) \left( \frac{2j+1}{b-a} \right),
\]

where \( \mu_{ij} \) is a row matrix of order \( (n+1) \times (n+1) \), and \( \mu_{ij} \) is a column matrix of order \( (n+1) \times 1 \) and \( Q \) is the \( (n+1) \times (n+1) \) matrix such that

\[
Q = \left[ \delta_{sg} k_{sg} \right]_{s, g = 1}^m,
\]

where \( \delta_{sg} = \delta_s \times \delta_g \), and

\[
k_{sg} = k(\omega_s, \omega_g)
\]

Similarly, the matrix \( F \) whose entries \( f_i \) can be computed by

\[
f_i = \left( \frac{2i+1}{b-a} \right) \int_a^b f(x) p_i(x) \, dx ; \quad i = 0, n
\]

is defined now by

\[
F = \left[ f_i \right]_{i=0}^n ; \quad f_i = \sigma_i \sum_{j=1}^m \delta_s f(\omega_s) p_j(\omega_s) ; \quad \sigma_i = \mu_i, \rho_0; \quad i = 0, n
\]

By solving system (17) we can find the unknown coefficients matrix \( U \) and thereby the approximate solution \( \tilde{u}(x) \) from Eq. (6).

III. CONVERGENCE IN THE MEAN AND ERROR ESTIMATION

Convergence in the mean of the approximate unknown function \( \tilde{u}(x) \), the approximate data function \( \tilde{f}(x) \), and the approximate kernel \( \tilde{k}(x, t) \) are now proved. For convergence in the mean of \( \tilde{u}(x) \) we have

\[
\left\| u(x) - \tilde{u}(x) \right\|_2 = \sqrt{\int_a^b \left[ u(x) - \tilde{u}(x) \right]^2 \, dx}
\]

\[
= \sqrt{\int_a^b \left[ \int_a^b f(x) p_i(x) \, dx \right] ^2 \, dx}
\]

\[
= \sqrt{\int_a^b \left[ \int_a^b \left[ \sum_{j=0}^\infty \sum_{i=0}^\infty a_i p_i(x) \sum_{j=0}^\infty a_j p_j(x) \right] \, dx \right] ^2 \, dx}
\]

\[
= \sqrt{\int_a^b \left[ \sum_{i=0}^\infty a_i \sum_{j=0}^\infty a_j p_i(x) \sum_{j=0}^\infty a_j p_j(x) \right] \, dx}
\]

where \( A = \left[ a_i^2 \right]_{i=0}^\infty \) an infinite row matrix is whose entries, \( a_i \), can be computed by Eq. (4) and \( P(x) = \left[ p_i^2(x) \right]_{i=0}^\infty \) is an infinite column matrix of Legendre polynomials given by Eq. (2). Hence, we have

\[
\left[ \int_a^b \left[ u(x) \right]^2 \, dx \right] = A \tilde{P}(x)
\]

where \( \tilde{P}(x) = \left[ \tilde{p}_i(x) \right]_{i=0}^\infty \) is an infinite column matrix whose entries \( \tilde{p}_i(x) \) can be computed by the orthogonal property formula

\[
\tilde{P}_i(x) = \int_a^b \tilde{p}_i(x) \, dx = \frac{b-a}{2i+1}, \quad i \geq 0
\]

Hence, we have

\[
\left[ \int_a^b \left[ u(x) \right]^2 \, dx \right] = \left( b-a \right) \sum_{i=0}^\infty \frac{a_i^2}{2i+1}
\]

By the same way, we find that

\[
\left[ \int_a^b \left[ \tilde{u}(x) \right]^2 \, dx \right] = \left( b-a \right) \sum_{i=0}^\infty \frac{u_i^2}{2i+1}
\]

Consequently, by applying the Schwarz inequality, we have

\[
\left[ \int_a^b \left[ u(x) - \tilde{u}(x) \right]^2 \, dx \right] \leq \left[ \int_a^b \left[ u(x) \right]^2 \, dx \right] \left[ \int_a^b \left[ \tilde{u}(x) \right]^2 \, dx \right]
\]

Furthermore, from Eqs. (28)- (30), we get

\[
\lim_{n \to \infty} \left[ \int_a^b \left[ u(x) - \tilde{u}(x) \right] \, dx \right] = 0
\]

For the convergence in the mean of \( \tilde{k}(x, t) \), we find that

\[
\int_a^b \int_a^b \left[ \tilde{k}(x, t) \right]^2 \, dx \, dt = \left( b-a \right) \frac{2}{2i+1} \sum_{i=0}^\infty \sum_{j=0}^\infty c_{ij}^2
\]

and since

\[
-2 \int_a^b \int_a^b \left[ \tilde{k}(x, t) \right]^2 \, dx \, dt \leq -M^2 (b-a)^2 - \left( b-a \right) \frac{2}{2i+1} \sum_{i=0}^\infty \sum_{j=0}^\infty c_{ij}^2
\]

Then

\[
\lim_{n \to \infty} \left[ \int_a^b \int_a^b \left[ \tilde{k}(x, t) \right]^2 \, dx \, dt \right] = 0
\]

The goal now is devoted to estimate the error of approximation. Sample the Legendre coefficient of the exact solution \( u(x) \) by \( a_i \), the approximate coefficient of the approximate solution \( \tilde{u}(x) \) by \( a_i \), and the total error of

\[
\lim_{n \to \infty} \left[ \int_a^b \int_a^b \left[ k(x, t) - \tilde{k}(x, t) \right] \, dx \, dt \right] = 0
\]
the approximation by \( E_n(x) \). \( E_n(x) = \|u_i - \tilde{u}_i\|_2 \)

where \( \| \cdot \|_2 \) denotes the Euclidean norm in \( \mathbb{R}^2 \).

Returning to Eq. (1) and rewrite it in the form \( u = Tu \),

where operator \( T \) is defined by \( Tu = f + Ku \). Similarly,

the approximate integral equation associated to Eq. (2) with the approximate solution \( \tilde{y} \) takes the form

\[
[Tu - T\tilde{y}]_2 = \|Ku - \tilde{K}u\|_2 \leq \|k(x,t)u(x)dx - \int a^b k(x,t)\tilde{u}(x)dx\|_2
\]

or

\[
\|Ku - \tilde{K}u\|_2 = \left[ \frac{b}{a} \int_a^b k(x,t)u(x)dx - \frac{b}{a} \int_a^b \tilde{k}(x,t)\tilde{u}(x)dx \right]^2 dt
\]

By Cauchy – Bunyakowski inequality, we have

\[
\frac{b}{a} \int_a^b k(x,t)u(x)dx \leq \frac{b}{a} \int_a^b |k(x,t)||u(x)|^2 dx
\]

and

\[
\frac{b}{a} \int_a^b \tilde{k}(x,t)\tilde{u}(x)dx \leq \frac{b}{a} \int_a^b |\tilde{k}(x,t)||\tilde{u}(x)|^2 dx
\]

and

\[
\|Ku - \tilde{K}u\|_2 = \left[ \frac{b}{a} \int_a^b k(x,t)u(x)dx - \frac{b}{a} \int_a^b \tilde{k}(x,t)\tilde{u}(x)dx \right]^2 dt
\]

By approximation of unknown function in an example, we get

\[
\text{Example 1.}
\]

\[
u(x) = x + \int_0^\infty (x^4 - t^4)u(t)dt
\]

whose exact solution is given in [21] by \( u(x) = x \). For

\[
n = 1, \quad u = 0 \quad \text{and} \quad \tilde{u}(x) = x .
\]

\[
\text{Example 2.}
\]

\[
u(x) = 1 + e^{x-2} + e^{x-4} + \int_0^\infty e^{x-t-3}u(t)dt
\]

whose exact solution is given in [22] by \( u(x) = 1 \).

Here, for \( n = 1 \), we have \( U = [0, 0.99950 - 0.00045] \)

\[
\text{Example 3.}
\]

\[
u(x) = e^x + (1 - e) x - 1 + \int_0^x u(t)dt
\]

whose exact solution is given in [24] by \( u(x) = e^x \). For \( n = 5 \) we have

\[
U = [0.17423 - 0.201913 - 0.03356 1.35536 - 1.73926 1.34764] \]

and

IV. COMPUTATIONAL RESULTS FOR FIVE ILLUSTRATIVE EXAMPLES

We designed Matlab codes to solve Eq. (1) numerically using MATLAB 2014a. We solved the four similar examples, which are given in [21-24]. In all examples, we solved the system given by Eq. (17) to find the unknown matrix \( U \) and then substituting into Eq. (6) to obtain the approximate unknown function in an explicit form.

The exact solution of example 1 is obtained for \( n = 1 \) and the CPU Time was 6.730626 seconds. The obtained solution is of course superior compared with the same example (no. 2) solved in [21]. For example, 2 the obtained numerical solutions for \( n = 1 \) is strongly converged to the exact solution with absolute errors \( E(x) = 10^{-3} \) and the CPU Time was 3.083038 seconds. The solution gives better results than the solution obtained by the method described in [22]. The solution of example 3 is strongly converged to the exact solution for \( n = 5 \) with absolute error

\[
10^{-13} \leq E(x) \leq 10^{-12}
\]

and the CPU time equals to 13.220234 seconds, which is superior to the solution obtained by the method described in [24]. The solution of example 4 is strongly converged to the exact solution for \( n = 2 \) with absolute errors \( 10^{-14} \leq E(x) \leq 10^{-9} \), which is superior to the solution obtained by the method described in [23]. The CPU Time was 3.219080 seconds.

Tables 1, 2, and 3 show the comparison of the exact solutions \( u(x) \) with the obtained numerical solutions \( u(x) \) of examples 2, 3, and 4 respectively. In Figures 1, 2, and 3 the exact solutions are plotted against the numerical solutions for examples 2, 3, and 4 respectively.
\[ \tilde{u}(x) = 1.88702x^5 + 0.15299x^4 - 0.65478x^3 - 0.42317x^2 + 0.75623x + 0.99999. \]

Example 4.

\[ u(x) = 1 + \frac{1}{2} \int \left( x + x^2 \right) u(t) \, dt \]

whose exact solution is given in [23] by

\[ u(x) = 1 + \frac{10}{9} x^2. \]

Here, for \( n = 2 \), we have

\[ \text{U} = \left[ 2.671700111 \quad -0.000000000 \quad -0.560589260 \right] \]

and \( \tilde{u}(x) = -0.8408835x^2 + 2.951994611 \).

TABLE I.

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>Exact Solutions</th>
<th>Numerical Solutions</th>
<th>Absolute Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>Exact Solutions</th>
<th>Numerical Solutions</th>
<th>Absolute Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
</tbody>
</table>

\[ \text{TABLE II.} \]

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>Exact Solutions</th>
<th>Numerical Solutions</th>
<th>Absolute Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
</tbody>
</table>

\[ \text{Table I: A comparison of the exact solution } u(x) = 1 \]

of Example (2) with the obtained numerical solutions \( \tilde{u}(x) \) of the presented method for \( n = 1 \) wit absolute errors \( E(x) \).

\[ \text{TABLE III.} \]

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>Exact Solutions</th>
<th>Numerical Solutions</th>
<th>Absolute Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
<tr>
<td></td>
<td>( u(x) = 1 )</td>
<td>( \tilde{u}(x) )</td>
<td>( E(x) )</td>
</tr>
</tbody>
</table>
Table III: A comparison of the exact solution $u(x)$ of Example (4) with the obtained numerical solutions $\tilde{u}(x_j)$ of the presented method for $n = 2$ with absolute errors $E(x_j)$

<table>
<thead>
<tr>
<th>$x_j$</th>
<th>Exact Solutions</th>
<th>Numerical Solutions</th>
<th>Absolute Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>2.1111111111111111</td>
<td>2.1111111111111116</td>
<td>8.5265128 E-14</td>
</tr>
<tr>
<td>-0.89473</td>
<td>1.88950464291665</td>
<td>1.88950462568584</td>
<td>3.4308112 E-10</td>
</tr>
<tr>
<td>-0.78947</td>
<td>1.692520775623269</td>
<td>1.692520775619571</td>
<td>3.6979309 E-12</td>
</tr>
<tr>
<td>-0.68421</td>
<td>1.52016049243522</td>
<td>1.520160492332572</td>
<td>1.2394974 E-11</td>
</tr>
<tr>
<td>-0.57894</td>
<td>1.37242283779625</td>
<td>1.37242283779318</td>
<td>3.0699875 E-12</td>
</tr>
<tr>
<td>-0.47368</td>
<td>1.249307479224377</td>
<td>1.249307479216351</td>
<td>8.0260243 E-12</td>
</tr>
<tr>
<td>-0.36842</td>
<td>1.150815655801799</td>
<td>1.150815655848825</td>
<td>4.658393 E-12</td>
</tr>
<tr>
<td>-0.26315</td>
<td>1.076946752847030</td>
<td>1.076946752840474</td>
<td>6.5560890 E-12</td>
</tr>
<tr>
<td>-0.15789</td>
<td>1.027700831024931</td>
<td>1.027700831027609</td>
<td>2.6780800 E-12</td>
</tr>
<tr>
<td>-0.05263</td>
<td>1.003077870113881</td>
<td>1.003077870298898</td>
<td>2.8850091 E-9</td>
</tr>
<tr>
<td>0.15789</td>
<td>1.003077870113881</td>
<td>1.003077870117312</td>
<td>3.4310332 E-12</td>
</tr>
<tr>
<td>0.26315</td>
<td>1.076946752847030</td>
<td>1.076946752840474</td>
<td>5.6084676 E-13</td>
</tr>
<tr>
<td>0.36842</td>
<td>1.150815655801799</td>
<td>1.1508156558500446</td>
<td>3.5718931 E-11</td>
</tr>
<tr>
<td>0.47368</td>
<td>1.249307479224377</td>
<td>1.249307479244445</td>
<td>6.7945649 E-14</td>
</tr>
<tr>
<td>0.57894</td>
<td>1.37242283779625</td>
<td>1.372422837715899</td>
<td>8.0360163 E-12</td>
</tr>
<tr>
<td>0.68421</td>
<td>1.52016049243522</td>
<td>1.520160492498762</td>
<td>3.9539483 E-12</td>
</tr>
<tr>
<td>0.78947</td>
<td>1.692520775623269</td>
<td>1.692520775623269</td>
<td>3.4308112 E-10</td>
</tr>
<tr>
<td>0.89473</td>
<td>1.88950464291665</td>
<td>1.88950464291665</td>
<td>2.8850091 E-9</td>
</tr>
</tbody>
</table>

Fig. 3. The graph of the exact solution $u(x)$ versus the graph of the numerical solutions $\tilde{u}(x_j)$ of Example (2) for $n = 2$ with the absolute errors $E(x_j)$

CONCLUSION

The Double approximate kernel method is presented for solving Fredholm Integral Equations of the Second kind. First, the unknown function, the given data function, and the kernel are approximated by using double shifted Legendre polynomial of the same degree in matrix form. The extracting of the coefficients of Legendre polynomials and separated them from the monomial basis functions in matrix form significantly reduced the round off errors. The kernel is approached twice with respect to the two arguments. The approximated unknown function is substituted twice into the integral equation, so that there was no need of collocation points, and the solution of the integral equation is transformed to the solution of an algebraic system of equations without applying the collocation points. The convergence in the mean for both the unknown function and the kernel are proved. In order to remedy the complexity of the repeated integral formulas of Legendre coefficients an adjusted $m^{-}$ nodes Gauss-Legendre quadrature rule was adapted though block matrices and applied for the evaluation of the Legendre coefficients integrals. The illustrated four examples demonstrate the authenticity and the efficiency of the presented method for lower degree polynomials regardless of the analyticity or smoothness of the unknown function and the kernel, thus ensures the superiority of the presented method compared with other cited methods.
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