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Abstract—Reliability assessment of a digital dynamic system using traditional Fault Tree Analysis (FTA) is difficult. This paper addresses the dynamic modeling of safety-critical complex systems such as the digital Reactor Protection System (RPS) in Nuclear Power Plants (NPPs). The digital RPS is a safety system utilized in the NPPs for safe operation and shutdown of the reactor in emergency events. A quantitative evaluation reliability analysis for the digital RPS with 2-out-of-4 architecture using the state transition diagram is presented in this paper. The study assesses the effects of independent hardware failures, Common Cause Failures (CCFs), and software failures on the failure of the RPS through calculating Probability of Failure on Demand (PFD). The results prove the validity of the proposed method in analyzing and evaluating reliability of the digital RPS and also show that the CCFs and longer detection time are the main contributions to the PFD of digital RPS.
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I. INTRODUCTION

The Reactor Protection System (RPS) is a safety critical complicated system, including various electronic components that designed to automatically shut-down the reactor when a calamitous event occurs in the Nuclear Power Plant (NPP) [1]. The safety function performed by the RPS stops the nuclear chain reaction and returns the NPP into a reliable controlled state. Defense-in-depth protection is one of the essential criterions for the digital RPS design. Reactor trip is the first level of automatic protection which inserts all control rods and stops the fission process. However, the core keeps on generating heat, so Engineered Safety Feature Actuation System (ESFAS) is the following level of protection which expels decay heat which could cause severe core damage. Containment cooling is the last level which protects the containment structure from over pressurization [2]. Failure of RPS to perform its function causes damage of the hardware and serious environmental impacts, so the digital RPS requires a very high reliability. Evaluating reliability of digital RPS safety function is an integral part of the digital RPS design which guaranteed the system will accomplish the required job under given conditions over time interval. Integrated fault coverage for reflecting characteristics of Fault-Tolerant Techniques (FTTs) in the reliability model of digital RPS in NPPs is presented at [3]; it considers the process of FTTs from detection to fail-safe generation process to increase failure detection. The Failure Mode and Effect Analysis (FMEA) method is presented at [4] for reliability analysis of digital RPS to identify failure modes, causes, effects, and expanded to include avoidance and mitigation. Basic phases of the Instrumentation and Control System (ICS) safety Markov models are presented at [5]; the models are obtained on the basis of the failure tree development and analysis. The study performs a classification of ICS in a normal operation mode, considering the different modes and diagnostics levels.

A reliability analysis method based on extenics is suggested at [6] for the digital RPS of CPR 1000 NPP by which the relation between the reliability and response time is established. A dynamic reliability model for the RPS in High Temperature Gas-Cooled Reactor Pebble bed Module (HTR-PM) based on the Markov chain theory is introduced at [7]. Dynamic and semi-dynamic methodologies for the probabilistic risk assessment of digital RPS and control systems are presented at [8]; the results show that the two superior methodologies are the Dynamic Flow graph Methodology (DFM) and the Markov methodology merged with the cell-to-cell mapping technique.

In [9], the entire system reliability is analyzed using DFM by studying the effect of software failure, hardware failure and external environment. The results show that DFM guarantee the reliability and safety of the entire system than conventional fault tree technique. In [10], a RPS reliability analysis based on the Monte Carlo method is introduced; involving static reliability analysis of the behavior of each component in the RPS, dynamic characters of the RPS based on the simulation period tests, and take out the reliability calculations over several simulations. At [11], a reliability analysis of Automatic Power Control System (APC) in NPP using DFM is proposed. Inductive and deductive reliability analysis is performed for estimation of suggested DFM.
The methodologies DFM and Markov/Cell-to-Cell Mapping Technique (CCMT) for reliability analysis of digital I&C systems in NPPs are suggested at [12]. Each methodology is tested and evaluated; the results show that the approaches presented can be used for Probabilistic Safety Assessments (PSA) risk informed assessment. A dynamic reliability model for the RPS based on Petri nets is proposed at [13]. The dynamic transition processes of all states are described by Petri nets, in which the Probability of Spurious Trip (PST) and maintenance are considered. Different from other models assuming the PST process following an exponential distribution, deterministic time duration of the PST is adopted in this model. The correctness and applicability of the model are analyzed by comparing the analytical solution and numerical solution. A comparison among the other two models and the proposed model is simulated.

In [14], Bayesian Network (BN) is utilized to predict the software fault in the software reliability analysis at the RPS of RSG-GAS based on Software Development Life Cycle (SDLC). The model structure consists of eight nodes. The results show that a software defect follows the binomial statistic distribution. Progression of a software defect concentration range of the posterior distribution compared with the prior’s is also specified. At [15], the failure of control and safety systems can lead to radiation exposure to the public. Therefore, it is essential to ensure the stability of such systems. This paper proposes an effective methodology for stability and steady state analysis of control and safety systems of NPPs. The methodology includes Petri net modeling and analysis of its dynamic behavior.

Fault Tree Analysis (FTA) is one of the reliability analysis methods that applied in the nuclear industry. Despite FTA is helpful for static modeling, it is tricky to model reliability of the digital RPS units using traditional FTA strategy since it cannot precisely simulate the transitions around various states of digital segments. The state transition model is immensely applied for modeling of dynamic and dependent systems. In this study, a reliability evaluation method for the digital RPS using the state transition diagram is suggested. A model for the digital RPS in NPP is proposed; the relationship among the RPS failure modes is identified and the failures of RPS are detected by diagnostic or manual tests.

RPS functional safety state transition models are created for each RPS failures, including independent hardware failures, Common Cause Failures (CCFs), and software failures in order to evaluate reliability of digital RPS. Some salient measures such as the detection time of the failure, the repair time of failed components and Mean Time to Repair (MTTR) that relate to reliability are considered. The Probability of Failure on Demand (PFD) for the 2-out-of-4"2oo4"configuration of the digital RPS caused by independent hardware, Common Cause (CC), and software failures is calculated. The results prove the effectiveness of the proposed method in evaluating reliability of digital RPS, and also show that the CCFs and longer detection time result in higher PFD of digital RPS. The structure of this paper is as follows. In section 2, the digital RPS is described, failures of RPS are explained. In section 3, the RPS functional safety state transition models for a reliability modeling of digital component is proposed, a description of independent hardware, CC, and software failures are discussed. In section 4, the RPS failure event is calculated. In the last section, the concluding remarks will be offered.

II. THE DIGITAL REACTOR PROTECTION SYSTEM (RPS)

The RPS is designed with the “2oo4” architecture in this study as shown in Fig.1. It is composed of four redundant channels running in parallel, and every channel is implemented with the same architecture. A single channel of the RPS consists of Parallel Input/output (PI/O), Multiplexing Unit (MUX), Digital Trip Module (DTM), and Trip Logic Unit (TLU). The logic- trip signals produced by DTM by comparing the observed inputs with the predefined trip set-points values are transferred to the TLU which monitors the logic- trip status signals and activate a trip signal depending on “2oo4” voting. The trip signal is received by Output Logic Unit (OLU) and then sent to the Load Drivers (LDs). The difference in ESFAS that voting between signals is carried out by the Safety Logic Units (SLUs) to create the trip signal [16].

![Fig. 1.The digital reactor protection system “2-out-of-4” configuration.](image)

Upon failure to accomplish the required function of the reactor hardware design, the digital RPS automatically generates the trip signal by executing the following “2oo4” voting rules. When there is no failure, the four trains apply “2oo4” voting logic to generate a trip signal. When one train is failed, the remaining trains perform “2oo3” voting logic. If two or more trains are failed and the failures are detected, the reactor is tripped by the digital RPS. If safety measured parameters reached, or exceeds the trip set-limits and there is no output to the breaker, this failure mode is called failure on demand of the digital RPS. Hardware and software failures are considered, hardware failure is defined as the lack of jobof the RPS channel, including modules PI/O, MUX, DTM, TLU and OLU. The digital RPS channel hardware failure mode is categorized to independent failure, and CCFs.

Moreover, the failures are classified into the detected (D) failures which detected by the diagnostic test which runs continuously or by the operator and the undetected (U) failures which discovered by the diagnostic test which is executed at a predefined interval T. Finally, the RPS software failure mode should be considered which is assumed to be detected by a manual test. A plant operator starts to repair the failed channel of the RPS after detection of a single hardware fault by diagnostic test or
A Plant operator makes the reactor shut-down immediately after a detection of hardware fault of both channels by diagnostic function or manual test, or after a detection of software fault by a manual test. The reactor returns to the initial state after the shut-down state and restarts [17]. Table I shows the notations used in this paper. A repair of undetected hardware fault can be modeled by the exponential distribution with the constant repair rate which can be approximated as $1/\text{MTTR}$. A shut-down operation can be modeled by the exponential distribution with the constant transition rate which can be approximated as $1/T_{\text{shut}}$. The average failure duration is a regular function; it can be approximated by $T/2$. A mean failure-duration time of “double hardware faults” can be approximated as $T/3$; “triple hardware faults” can be approximated as $T/4$; “quadruple hardware faults” can be approximated as $T/5$; a mean failure-duration time of software fault can be approximated as $T/2$ [18].

## Table I. Notations Used in This Paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H/W$</td>
<td>Hardware</td>
</tr>
<tr>
<td>$S/W$</td>
<td>Software</td>
</tr>
<tr>
<td>$S_i$</td>
<td>State $i$</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Probability of state $i$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$H/W$ Failure Rate</td>
</tr>
<tr>
<td>$\lambda_D$</td>
<td>Detected $H/W$ Failure Rate  $[= DC%]$</td>
</tr>
<tr>
<td>$\lambda_U$</td>
<td>Undetected $H/W$ Failure Rate  $[= (1-DC)%]$</td>
</tr>
<tr>
<td>$\lambda_{\text{sw}}$</td>
<td>$S/W$ Failure Rate</td>
</tr>
<tr>
<td>$R_2$</td>
<td>The ratio of the CC failures for $\lambda_D$ and $\lambda_U$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>The ratio of triple CC failures for $\lambda_D$ and $\lambda_U$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>The ratio of four CC failures for $\lambda_D$ and $\lambda_U$</td>
</tr>
<tr>
<td>$R_{\text{sv}}$</td>
<td>Restart Rate of the Reactor</td>
</tr>
<tr>
<td>$W$</td>
<td>Renewal Rate of the Reactor</td>
</tr>
<tr>
<td>MTTR</td>
<td>Mean Time To Repair</td>
</tr>
<tr>
<td>$T$</td>
<td>Manual Test Interval</td>
</tr>
<tr>
<td>$T_{\text{shut}}$</td>
<td>Reactor Shut-down Duration</td>
</tr>
<tr>
<td>$\mu_{R_1}$</td>
<td>Repair Rate of Single Undetected Independent $H/W$ Failure  $[= 1/(T/2+\text{MTTR})]$ [15]</td>
</tr>
<tr>
<td>$\mu_{R_2}$</td>
<td>Repair Rate of Single Detected Independent $H/W$ Failure  $[= 1/\text{MTTR}]$</td>
</tr>
<tr>
<td>$\mu_{R_3}$</td>
<td>Repair Rate of Double Undetected Independent $H/W$ Failure  $[= 1/(T/3+\text{MTTR})]$ [15]</td>
</tr>
<tr>
<td>$\mu_{R_4}$</td>
<td>Repair Rate of Double Detected CC $H/W$ Failures  $[= 1/(T/3+\text{MTTR})]$ [15]</td>
</tr>
<tr>
<td>$\mu_{R_5}$</td>
<td>Repair Rate of Double Detected CC $H/W$ Failures  $[= 1/\text{MTTR}]$</td>
</tr>
<tr>
<td>$\mu_{\text{shut,1}}$</td>
<td>Shut Down Transition Rate of triple Undetected $H/W$ Failures  $[= 1/(T/4+T_{\text{shut}})]$ [15]</td>
</tr>
<tr>
<td>$\mu_{\text{shut,2}}$</td>
<td>Shut Down Transition Rate of Fourth Undetected $H/W$ Failures  $[= 1/(T/5+T_{\text{shut}})]$ [15]</td>
</tr>
<tr>
<td>$\mu_{\text{shut,3}}$</td>
<td>Shut Down Transition Rate of detected $H/W$ Failures  $[= 1/T_{\text{shut}}]$</td>
</tr>
<tr>
<td>$\mu_{\text{shut,sw}}$</td>
<td>Shut Down Transition Rate of $S/W$ Failure  $[= 1/(T/2+T_{\text{shut}})]$ [15]</td>
</tr>
<tr>
<td>$PFD_{RPS_{\text{ct,1}}}$</td>
<td>The PFD of RPS Caused by Independent $H/W$ Failure and Demand per Calendar Time</td>
</tr>
<tr>
<td>$PFD_{RPS_{\text{ct,2}}}$</td>
<td>The PFD of RPS Caused by CC $H/W$ Failures and Demand per Calendar Time</td>
</tr>
<tr>
<td>$PFD_{RPS_{\text{ct,3}}}$</td>
<td>The PFD of RPS Caused by $S/W$ Failure and Demand per Calendar Time</td>
</tr>
<tr>
<td>$PFD_{\text{ct}}$</td>
<td>The PFD of RPS Event per Unit Calendar time</td>
</tr>
<tr>
<td>$PFD_{\text{Rot,1}}$</td>
<td>The PFD of RPS Caused by Independent $H/W$ Failure and Demand per Reactor Operational time</td>
</tr>
<tr>
<td>$PFD_{\text{Rot,2}}$</td>
<td>The PFD of RPS Caused by CC $H/W$ Failures and Demand per Reactor Operational time</td>
</tr>
<tr>
<td>$PFD_{\text{Rot,3}}$</td>
<td>The PFD of RPS Caused by $S/W$ Failure and Demand per Reactor Operational time</td>
</tr>
<tr>
<td>$PFD_{\text{Rot}}$</td>
<td>The PFD of RPS Event per Reactor Operational time</td>
</tr>
</tbody>
</table>
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III. RPS FUNCTIONAL SAFETY STATE TRANSITION
PROPOSED MODELS

A. Independent Hardware Failure

The DTM, TLU, OLU, LD, P/O, MUX, and SLU macro-components are composed of sub components. The failure rate of each macro-component can be evaluated as the sum of the failure rates of these subcomponents. Hardware failures are consisting of the detectable failures and non-detectable failures. The contribution of these two kinds of failures is taken into account when assessing the average probability of the hardware failure. This can be clarified by a state transition diagram shown in Fig. 2. The states are defined as follows:

i. State $S_1$: Initial state, no demand, no faults; State $S_{10}$: Failure of RPS (RPS fails to trip); State $S_{11}$: Shutdown state, no operation, plant is safe.

ii. State $S_2$: One channel is in an undetected failure, no demand; State $S_3$: Two channels are in undetected failures, no demand; State $S_4$: Three channels are in undetected failures, no demand; State $S_5$: Four channels are in undetected failures, no demand.

iii. State $S_6$: One channel is in a detected failure, no demand; State $S'$: Two channels are in detected failures, no demand; State $S''$: Two channels are in detected failures and another one channel is in an undetected failure, no demand.

iv. State $S_7$: One channel is in an undetected failure and another one channel is in a detected failure, no demand; State $S_8$: Two channels are in detected failures and another one channel is in a detected failure, no demand.

The equations that describe the states and transitions in Fig. 2 are illustrated as follows:

\[
\Sigma_{i=1}^{11} P_i = 1
\]

\[
(\lambda_{\text{dem}} + 4(1-DC)\lambda + 4 DC.\lambda).P_1 = \mu_{R_1} . P_2 + \mu_{R_2} . P_3 + W. P_{10} + R_{ex}. P_{11}
\]

\[
(\mu_{R_1} + 3(1-DC)\lambda + 3 DC.\lambda + \lambda_{\text{dem}}).P_2 = 4(1-DC)\lambda . P_1 + \mu_{R_3} . P_4 + \mu_{R_2} . P_5
\]

\[
(\mu_{R_2} + \lambda_{\text{dem}}).P_3 = 4 DC.\lambda . P_1
\]

\[
(\mu_{R_5} + 2(1-DC)\lambda + 2 DC.\lambda + \lambda_{\text{dem}}).P_4 = 3(1-DC)\lambda . P_2
\]

\[
(1-DC)\lambda + DC.\lambda + \lambda_{\text{dem}} + \mu_{\text{shut}1}.P_5 = 2(1-DC)\lambda . P_6
\]

\[
W. P_{10} = \lambda_{\text{dem}} . (P_6 + P_7 + P_8 + P_9)
\]

\[
R_{ex}. P_{11} = \lambda_{\text{dem}} . (P_1 + P_2 + P_3 + P_4 + P_5) + \mu_{\text{shut}1}. P_6 + \mu_{\text{shut}2}. P_9 + \mu_{\text{shut}3}. (P_7 + P_8)
\]

The PFD of RPS caused by independent H/W failure and demand per unit calendar time is given by:

\[
PFD_{ct_1} = \lambda_{\text{dem}} . (P_6 + P_7 + P_8 + P_9) = W. P_{10}
\]

\[
PFD_{ct_1} = \lambda_{\text{dem}} . (P_6 + P_7 + P_8 + P_9) = W. P_{10} = \lambda_{\text{dem}}(X_6+X_7+X_8+X_9+X_{10}+X_{11})
\]

\[
(1+X_{1+4}+X_{2+4}+X_{3+4}+X_{4+4}+X_{5+4}+X_{6+4}+X_{7+4}+X_{8+4}+X_{9+4}+X_{10+4}+X_{11+4})
\]
Where:

\[
X_{1\rightarrow 4} = \frac{(\mu_{R_1} + 3(1-DC)\lambda + 3DC\lambda + \lambda_{dem}, X_{2\rightarrow 4} - \mu_{R_3} - \mu_{R_2} - X_{5\rightarrow 4})}{4(1-DC)\lambda} \\
X_{2\rightarrow 4} = (\mu_{R_3} + 2(1-DC)\lambda + 2DC\lambda + \lambda_{dem})/3(1-DC)\lambda \\
X_{3\rightarrow 4} = 4DC\lambda.x_{1\rightarrow 4}/(\mu_{R_2} + \lambda_{dem}) \\
X_{4\rightarrow 5} = 3DC\lambda.x_{2\rightarrow 4}/(\mu_{R_2} + \lambda_{dem}) \\
X_{6\rightarrow 4} = 2(1-DC)\lambda f/(1-DC)\lambda + DC\lambda + \lambda_{dem} + \mu_{shut}) \\
X_{7\rightarrow 4} = 2DC\lambda f/(\lambda_{dem} + \mu_{shut}) \\
X_{8\rightarrow 4} = (1-DC)\lambda x_{6\rightarrow 4}/(\lambda_{dem} + \mu_{shut}) \\
X_{9\rightarrow 4} = 4DC\lambda.x_{6\rightarrow 4}/(\lambda_{dem} + \mu_{shut}) \\
X_{10\rightarrow 4} = \lambda_{dem}.(x_{6\rightarrow 4} + x_{7\rightarrow 4} + x_{8\rightarrow 4} + x_{9\rightarrow 4})/W \\
X_{11\rightarrow 4} = (\lambda_{dem} + 4(1-DC)\lambda + 4DC\lambda.x_{1\rightarrow 4} - \mu_{R_1}. x_{2\rightarrow 4} - \mu_{R_2}. x_{3\rightarrow 4} - W.x_{1\rightarrow 4})/\text{res} \\
\]

The PFD of RPS caused by independent H/W failure and demand per reactor operational time is given by:

\[
PFD_{\text{tot}} = PFD_{\text{ct}} / 1 - P_{10} - P_{11} = \lambda_{dem} (X_{6\rightarrow 4} + X_{7\rightarrow 4} + X_{6\rightarrow 4} + X_{6\rightarrow 4} + X_{7\rightarrow 4} + X_{6\rightarrow 4} + X_{7\rightarrow 4}) \\
(15)
\]

B. Common Cause Hardware Failures (CCFs)

The redundant digital components hardware failures are defined as CCFs. In the RPS when the plant variables approach the specified safety limits, the existence of CCF prevents the appropriate safety action of the RPS. Therefore, a CCF has a critical impact on the safety of the NPP. The component groups of the CCF are the TLU, DTM, PI/O and MUX for the RTS, and the SLU, DTM, PI/O and MUX for the ESFAS. This can be modeled by a state diagram as shown in Fig. 3. The states are defined as follows:

i. State S1: Initial state, no demand, no faults; State S6: Failure of RPS (RPS fails to trip); State S11: Shutdown state, no operation, plant is safe.

ii. State S2: Two channels are in undetected CCF, no demand; State S3: Three channels are in undetected CCF, no demand; State S6: Four channels in undetected CCF, no demand.

iii. State S4: Two channels are in detected CCF, no demand; State S5: Three channels are in detected CCF, no demand; State S8: Four channels are in detected CCF, no demand.

The equations that describe the states and transitions in Fig. 3 are illustrated as follows:

\[
P_1 + P_A + P_B + P_C + P_D + P_E + P_F + P_{10} + P_{11} = 1 \\
(6R_2. (1-DC)\lambda + 6R_2. DC\lambda + 4R_3. (1-DC)\lambda + 4R_3. DC\lambda + R_1. (1-DC)\lambda + R_2. DC\lambda + R_3 + \lambda_{dem}). P_1 = \mu_{R_4}. P_A + \mu_{R_5}. P_B + W.P_{10} + R_{ex}. P_{11} \\
(\lambda_{dem} + \lambda_{shut}). P_4 = 6R_2. (1-DC)\lambda . P_1 \\
(\mu_{R_3} + \lambda_{dem}). P_6 = 6R_2. DC\lambda . P_1 \\
(\lambda_{dem} + \mu_{shut}). P_C = 4R_3. (1-DC)\lambda . P_1 \\
(19)
\]

\[
(\lambda_{dem} + \mu_{shut}). P_D = 4R_3. DC\lambda . P_1 \\
(\lambda_{dem} + \mu_{shut}). P_E = R_4. (1-DC)\lambda . P_1 \\
(\lambda_{dem} + \mu_{shut}). P_F = R_5. DC\lambda . P_1 \\
W.P_{10} = \lambda_{dem} \cdot (P_6 + P_9 + P_{10} + P_{11}) \\
R_{ex}. P_{11} = \lambda_{dem} \cdot (P_1 + P_A + P_B + P_C + P_D + P_E + P_F) \\
(25)
\]

The PFD of RPS caused by CC hardware failure and demand per unit calendar time is given by:

\[
PFD_{ct} = \lambda_{dem} \cdot (P_6 + P_9 + P_{10} + P_{11}) = W.P_{10} \\
(26)
\]

From (16) to (25) in (26):

\[
PFD_{ct} = \lambda_{dem} \cdot (P_6 + P_9 + P_{10} + P_{11}) = W.P_{10} = \lambda_{dem} \cdot (X_3 + X_4 + X_5 + X_6) / (C_2.X_3 + C_3. (X_4 + X_5) + C_4.X_5 + \lambda_{dem}/res) \\
(27)
\]

Where:

\[
C_j = \left(1 + \lambda_{dem}/res\right) \\
C_2 = \left(1 + \lambda_{dem}/w + \mu_{shut}/res\right) \\
C_3 = \left(1 + \lambda_{dem}/w + \mu_{shut}/res\right) \\
C_4 = \left(1 + \lambda_{dem}/w + \mu_{shut}/res\right) \\
X_1 = 6R_2. (1-DC)\lambda / (\mu_{R_4} + \lambda_{dem}) \\
X_2 = 6R_2. DC\lambda / (\mu_{R_5} + \lambda_{dem}) \\
X_3 = 4R_3. (1-DC)\lambda / (\lambda_{dem} + \mu_{shut}) \\
X_4 = 4R_3. DC\lambda / (\lambda_{dem} + \mu_{shut}) \\
X_5 = 4R_4. (1-DC)\lambda / (\lambda_{dem} + \mu_{shut}) \\
X_6 = 4R_4. DC\lambda / (\lambda_{dem} + \mu_{shut}) \\
\]

The PFD of RPS caused by CC hardware failure and demand per reactor operational time is given by:

\[
PFD_{\text{tot}} = PFD_{\text{ct}} / 1 - P_{10} - P_{11} = \lambda_{dem} \cdot (X_3 + X_4 + X_5 + X_6) / (1 + X_1 + X_2 + X_3 + X_4 + X_5 + X_6) \\
(28)
\]

C. Software Failures of Digital Component

The RPS failure due to the software failure was assumed to occur in the DTM, TLU or SLU. The software failure probability of the PI/O or MUX is inferred to be considerably lower than that of the DTM, TLU or SLU: because software error should be detected thorough the verification and validation in case of the PI/O and MUX. This can be modeled by a state diagram as shown in Fig. 4. The states are defined as follows:

i. State S2: Initial state, no demand, no faults; State S8: Failure of RPS (RPS fails to trip); State S11: Shutdown state, no operation, plant is safe.

ii. State S5: Four channels are in software failures, no demand.
The equations that describe the states and transitions in Fig. 4 are illustrated as follows:

\[ P_1 + P_{sw} + P_{10} + P_{11} = 1 \]  
\[ (\lambda_{dem} + \lambda_{sw}) \cdot P_1 = W \cdot P_{10} + R_{es} \cdot P_{11} \]  
\[ W \cdot P_{10} = \lambda_{dem} \cdot P_{sw} \]  
\[ R_{es} \cdot P_{11} = \lambda_{dem} \cdot P_{sw} \]  
\[ R_{es} \cdot P_{sw} = \lambda_{sw} \cdot P_1 \]  
\[ \lambda_{dem} \cdot P_{sw} = W \cdot P_{10} \]  
\[ \lambda_{dem} \cdot X_T = 1 + X_T + \frac{\lambda_{dem}}{W} \cdot X_T + \frac{\lambda_{dem}}{R_{es}} \cdot \frac{X_T}{X_T} \]  
\[ PFD_{ct} = \lambda_{dem} \cdot P_{sw} = W \cdot P_{10} \]  
\[ PFD_{Rot} = PFD_{ct1} + PFD_{ct2} + PFD_{ct3} \]  
\[ PFD_{Rot} = PFD_{Rot1} + PFD_{Rot2} + PFD_{Rot3} \]  

Where: \[ X_T = \lambda_{sw} / (\lambda_{dem} + \mu_{shutsw}) \]  

The PFD of RPS caused by software failure and demand per reactor operational time is given by:

\[ PFD_{ct3} = \frac{PFD_{ct3}}{1 - P_{10} - P_{11}} = \lambda_{dem} \cdot X_T / (1 + X_T) \]  

The functional model input parameters are shown in Table II [19,20]; the PFD of RPS caused by independent H/W failure, H/W CCFs, software failure and the digital RPS failure event are represented in Fig. 5. The results show that the digital RPS failure event almost raises proportional to the demand rate \( \lambda_{dem} \) with the given range. Also, the PFD of digital RPS caused by CCF is larger than independent H/W failure and software failure (i.e. CCF is the main contributor to the digital RPS failure event). The calculated results of PFD of the digital RPS failure event in this paper are compared by FTA method [21]. The results prove the superiority of the present study.

Fig. 6 shows the calculated results of the PFD for digital RPS caused by H/W CCFs at detection time intervals T=720 (hrs.) and T=8 (hrs.) The failure detection time has an inverse impact on the PFD of digital RPS; with longer detection time, the digital RPS will be more exposed to failure on demand and the system failure probability increased; with shorter detection time, the digital RPS will be less exposed to failure on demand and the system failure probability decreased. Thus, the results using proposed method show that with shorter detection time T=8 (hrs.), the asymptotic convergence of the functional safety PFD caused by H/W CCFs becomes lower and more failures are covered, therefore the digital RPS failure probability decreased. A short detection time would compromise reliability; since the detector would report as down a process that is up and more failures are covered. Longer detection time and H/W CCFs are the main reasons to the higher PFD. If higher reliability is required for instrumentation and control safety system, it is substantial to perform the diagnostic functions on the digital RPS that can reserve the highest Diagnostic Coverage (DC). The DC is a measure of the effectiveness of diagnostics implemented in the system.
TABLE II. FUNCTIONAL MODEL INPUT PARAMETER VALUES

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{dem}}$</td>
<td>1E-8 to 1E-2</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>DC</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P/0</td>
<td>3.5E-7</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>MUX</td>
<td>1.1E-6</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>DTM</td>
<td>1.2E-6</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>TLU</td>
<td>1.5E-3</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>OLU</td>
<td>1.0E-6</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>LD</td>
<td>1.0E-6</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>SLU</td>
<td>1.2E-6</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>$\lambda_{\text{acc}}$</td>
<td>1E-12</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>$R_s$</td>
<td>1E-10</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>$\bar{W}$</td>
<td>1E-10</td>
<td>(1/hr)</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1E-3</td>
<td></td>
</tr>
<tr>
<td>$R_s$</td>
<td>1E-4</td>
<td></td>
</tr>
<tr>
<td>$R_4$</td>
<td>1E-5</td>
<td></td>
</tr>
<tr>
<td>MTTR</td>
<td>10</td>
<td>(hr)</td>
</tr>
<tr>
<td>$T$</td>
<td>720</td>
<td>(hr)</td>
</tr>
<tr>
<td>$T_{\text{shut}}$</td>
<td>0.1</td>
<td>(hr)</td>
</tr>
</tbody>
</table>

Fig. 5. Results of the PFD of digital RPS event analysis versus the input parameter $\lambda_{\text{dem}}$.

Fig. 6. Results of the PFD for digital RPS caused by H/W CCFs with $T=720$ (hrs.) and $T=8$ (hrs.)
It is the ratio of the failures detected and/or controlled by a safety mechanism to the total failures in the element. The efficiency of the DC function may affect the PFD event frequency. To study the DC impact on the PFD of digital RPS, Fig. 7 demonstrates the results of the analyses of the effect of changing values of DC in case of 0.5, 0.95, 0.99 and 1 on the PFD. From the figures, for DC equals 0.5, 0.95, 0.99, 1, the best values for PFD are 3.4E-16, 3.7E-17, 1.1E-17, 7.4E-18 respectively. Consequently, when DC becomes higher, the effectiveness of diagnostics implemented in the system will increase and most failures will be detected by a safety mechanism, so the PFD becomes lower, and vice versa. Comparing the results with FTA at various values of DC parameter shows that the proposed study gives better
results than FTA for the behavior of PFD function, especially when DC becomes higher; the difference between this technique and FTA technique becomes greater which demonstrate the notability of the proposed method. Finally, the PFD of the proposed method gives a minimum value equal to 7.40E-18 is compared to values of 1.00E-03, 7.85E-01, and 1.13E-05 calculated using other methods as shown in Fig. 8. The comparison of the supposed study result to the other different methods’ results is based on the requirement of minimum unavailability of the RPS as stated in the NUREG/CR-5500 [23]. Therefore, it is proper to analyze the reliability of the digital RPS using a dynamic approach considering different combinations of states of the system and state transitions to avoid unnecessary briefness.

V. CONCLUSION

This paper discussed the application case study of the digital systems provided in NPP in the aspect of reliability evaluation of a safety critical digital RPS. Reliability modeling of digital devices using the traditional FTA method is difficult. A well-established functional safety state transition models are proposed for the “2004” RPS architecture. The PFD calculation formula for the digital RPS failures, including the independent hardware failure, hardware CCFs, and software failure are developed. The results using the suggested method are compared with the results of the FTA method and other methods to verify the effectiveness of the suggested method. The CCFs and longer detection time lead to a higher probability that a failure may be occurred and they are the main contributor to the system failure. In the future, reducing the effects of the CCFs during the plant design phase and the optimization of test intervals will be taken into consideration.
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