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Abstract—Web-phishing attacks are one of the most serious cybercrimes. It enables hackers to access the devices of many users and spy on their personal data such as passwords and credit card details. Hackers use a lot of tricks through the internet, which make users to share data, download files or open links that attack a computer. This research proposes meta-heuristic based approach to protect the internet users from the web-phishing. It consists of three phases, the first phase uses a new proposed method for evaluating and ranking the features of URL, HTML and JavaScript code, text, images and domain name of the web page. The second phase extracts the effective subset of the ranked features that achieves the highest classification accuracy of the web-phishing. The third phase constructs the Random forest classifier training by data features of the extracted subset. The new proposed method of the feature selection achieved the highest classification accuracy compared to the correlation feature selection, information gain, principle component analysis, and Relief feature selection algorithms. The proposed methodology of the web-phishing detection was also evaluated, it obtained the highest classification accuracy at the least possible time compared to the adaptive Neuro-fuzzy inference system.
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I. INTRODUCTION

The importance and influential role of modern electronic devices and technologies has emerged in our lives, it has become an inseparable part of anyone's life, and associated with him in all his places from home to work or place of study. Many people cannot abandon the use of their personal phones whatever their surrounded circumstances. However, this excessive attachment of the electronic devices has penetrated the privacy of individuals, which makes it permissible and visible without any restrictions to preserve it. Therefore, while using electronic devices the privacy care has become an urgent necessity, while working in the internet environment. When most people realize that their privacy is becoming more vulnerable to hacking, manipulation or circumvention, they are keen to take appropriate means and ways to protect their data and information. Many internet users have faced threats from hacking into their computers and electronic accounts, which enters them into a cycle of conflicts to restore their stolen privacy.

Web-phishing is one of the most common hacker ways to get data of the internet users, because many internet users are unaware of the web-phishing nature and its undisclosed goals, which are hidden by criminals, such as sending an email randomly to get the account information, or to cite a name or address to win a cash prize requesting the financial statements of the recipient, or by relying on Pop-Up advertising that suddenly appear in front of the internet users, which his curiosity leads him to a website that downloads malicious software to copy all his personal information during the web browsing. Web-phishing has different several techniques that deceive the internet users, such as the existence of “@” symbol within the URL that causes the browser to block the preceded address of the “@” symbol and the authentic address follows the “@” symbol, using “/” symbol in the URL path that redirects the user to another website, adding letters separated by (-) to the beginning or the ending of the domain name. For example, http://www.yah-oo.com/, which the internet user feels that he is browsing with the real web site as shown in Fig. 1, script language of the spoofed web pages may be used mail () function to submit user information to a server for processing. Iframe of HTML tag may be used to show an extra web page onto the displayed page at that time, which makes the browser to show a visual delineation [1].

According to the report of the Anti-Phishing Working Group (APWG), there are 1,220,523 phishing attacks recorded in 2016, which increased 65% over 2015 [2], these techniques newly generated at all the time. In 2019 attacks increased 226% over Q3 of 2019 and 476% over 2018 [3]. Therefore, many different solution types of anti-phishing models have been proposed. There are three approaches to
detect the web-phishing [4], the first approach is using a blacklist of URLs which reported from the internet users and organizations. It compares the required URL with the URLs on the blacklist to detect whether it is a Web-phishing or real web page [5]. The disadvantage of this approach that cannot involve all web-phishing pages, because the hackers of the web pages are constantly renewed. The second approach is using the similarity metric to identify the web-phishing pages, which searches about the similarity between the real and spoofed page. The similarity between the web pages is calculated according to how far the content in the web pages is similar. This approach achieves highest detection accuracy to detect the web-phishing, but it is not able to prevent it, because it takes too long to open the spoofed web page and search about the similarity between the real and spoofed web page, this time allows to download malicious software while opening the spoofed web page. The third approach is called meta-heuristic based approach, it analyses various web features such as address bar, HTML and JavaScript code, text, images and domain name features; to discover whether it is a spoofed or a real web page.

Most of the recent researches [6-8] that based on meta-heuristic approach has tended to increase the number of the web page features, which used in the analysis process to identify the web-phishing page. Also, the purpose of this increment is to enhance the accuracy of the spoofed web page detection. But at the same time, this increment came at the cost of the classifier approach time for detecting the spoofed pages, where the relationship between the number of the analyzed web features and the classification time to detect the phishing is a direct relationship. The more number of the web features leads to increase the classification time to detect the phishing, which allows for the opportunity of downloading malware during the process of analyzing the features of the web page. The least number of analyzed features leading to reduce the required time of detecting the phishing and prevent the possibility of downloading the malicious programs. Therefore, the other recent researches in [9-11] tended to search about new features to enhance the accuracy of phishing detection.

In this paper, the proposed methodology was developed to detect and prevent the possibility of the web-phishing page. It is based on a new proposed method of the feature selection and random forest classification algorithm, the new feature selection method is proposed to find the least number of the effective web page features for detecting and preventing the web-phishing pages with the highest detection accuracy. The new feature selection method of the proposed methodology leads to shrink the classification time of the random forest classifier for detecting the spoofed web pages, which prevents the possibility of the web-phishing by reducing the detection time. At the same time, it is taken into consideration the enhancement of the web-phishing detection accuracy. It consists of three phases, the first phase uses a new proposed method for evaluating and ranking the features of URL, HTML and JavaScript code, text, images and the web page domain name. The second phase extracts the effective subset of the ranked features that achieves the highest classification accuracy of the web-phishing. The third phase constructs the Random forest classifier training by data features of the extracted subset.

The proposed methodology was evaluated using Two benchmark datasets of the University of California Irvine [12] and University of Huddersfield [13]. The new proposed method of the feature selection achieved the highest classification accuracy compared to correlation feature selection, information gain, principle component analysis, and Relief feature selection algorithms. The proposed methodology was also evaluated and compared to Adaptive Neuro-Fuzzy Inference System (ANFIS) [6], which analyzed more features of text, frame and images of the web page to enhance its accuracy of the web-phishing detection, although the proposed methodology reduced the analyzed web features to shrink the required time of phishing detection, the proposed methodology achieved the highest accuracy of web-phishing detection compared to ANFIS using the least number of features.

The rest of the paper is structured as follows. In section 2, the literature review is presented. In section 3, the details of the proposed methodology phases will be explained. In section 4, the experimental results will be discussed. This research will be concluded in section 5.

II. LITERATURE REVIEW

A. Blacklist Based Approach

This approach has been developed as anti-phishing software, the blacklist of this software has been updated to known the web-phishing sites [14]. There are various researches investigated the problem based on this approach, Anti-Phishing Working Group (APWG) and Phish Tank proposed a model to record each reported URL after verifying it into the blacklist [15]. A web survey of the Net craft server records the visiting times, hosted country, hosted organization name, and risk rating of the web pages. The Net Craft Toolbar approach used this survey to detect the phishing attack [16]. Another proposed approach using Google’s page rank value of each site as a list to detect the phishing pages [17].

B. Content Similarity Based Approach

This approach identifies web-phishing page by inspecting the content similarity between the real and spoofed web pages, the content similarity between the two web pages is calculated according to how far the content in the web pages is similar [14]. Therefore, this approach opens the spoofed web page to compare the content similarity, which allows to download the malicious programs. There are various researches developed based on this approach, Term Frequency/Inverse document Frequency (TF-IDF) technique is developed to retrieve information to identify the spoofed website, it suffers from the required time of querying Google to classify the website [9]. Visual similarity based approach between two web pages was proposed, it depended on the content similarity of block level, web page layout, overall style, and frame [18]. Earth Mover’s Distance (EMD) algorithm is used to calculate the similarity of the web pages through measuring the distances of web images [19]. An anti-phishing approach was developed based on a visual cryptography technique. It generates two shares of images using cryptography approach, the first share of the image was stored during the user registration on a website, and the other part is uploaded to the site, it verifies the real website by comparing the location of the image of both shares during each login the website [20]. Another new model that is dependent on the website favicon was developed for identifying the web page, it depends on the search engine of Google search by image API [21]. A new approach dependent
on fuzzy logic integrated with a data-mining system was developed to detect the spoofed web pages of the E-banking systems, it implemented six models to select text features of the web pages to analyze the content similarity and classify it [10]. A model of Neuro-fuzzy and fuzzy rules was proposed to identify real and spoofed web pages; it depends on text-based features to analyze the content similarity [22]. Cascading style sheet (CSS) method is used to measure the visual similarity of web pages in [23] to detect the web-phishing pages.

C. Meta-Heuristic Based Approach

Meta-heuristic based approach uses a URL, HTML and JavaScript code, text, images and the web page domain name to detect the phishing. There are various researches developed based on this approach. Spoof Gurad was proposed as an anti-phishing browser plug-ins, it computes the spoof index value to classify it as phishing page or legitimate page, if the calculated value is more than a pre-defined threshold value, the page is identified as spoofed page [11]. A genetic algorithm is used to detect the phishing; it is based on a system of rules that is used to match the hyperlinks [24]. Various machine learning approaches were analyzed using phishing data set to detect the phishing. Random forest achieved the highest accuracy of 93%. Link Guard model was developed to analyze the features of the web page and URL similarity for detecting and preventing the phishing [8]. Various classification techniques were suggested to classify the phishing E-mail [25]. Blend of artificial neural networks was introduced to analyze the text features of the news for discovering the fake news [26]. New custom rule-based algorithm was developed to analyze the sentiment score, user and text post features for detecting the fake tweets [27]. Multi-label Classifier based Associative Classification (MCAC) was proposed to generate the hidden knowledge rules between the web features, which contributed to improve the detection accuracy of the web-phishing [28]. Several deep learning systems in [29-32] were presented to detect the spoofed web pages basing on the multidimensional web features, the experimental results of these researches showed that the detection accuracy was enhanced. An adaptive neuro-fuzzy inference system was developed to classify the web-phishing. Random forest is the first work introduced the best integration of the text, image and frame features to enhance the detection accuracy, which based on increasing the number of features for the enhancement [6].

III. PROPOSED METHODOLOGY

The proposed methodology has been developed for detecting and preventing the web-phishing. It depends on analyzing the features of URL, HTML and JavaScript code.
text, images and the web page domain name. It extracts the most significant of these features that contributes to improve the detection accuracy of the web-phishing. The feature selection process also excludes the other features that have a negative impact on the efficiency of preventing the web-phishing, or increase the required time of the web-phishing detection, which helps to increase the probability of downloading malware from the web-phishing pages. The main goal of the proposed methodology is to extract the least effective number of the features of URL, HTML and JavaScript code, text, images and domain name that can be used to detect the web-phishing with the highest accuracy and lowest possible time, which leads to reduce the probability of downloading malicious software from the web-phishing pages. It consists of three phases as shown in Fig. 2, the first phase uses a new proposed method for evaluating and ranking the features, the second phase extracts the effective subset of the ranked features that achieves the highest classification accuracy of the web-phishing, and the third phase constructs the Random forest classifier training by data features of the extracted subset.

The first phase of the proposed methodology is based on a new proposed method of the feature selection, it takes into its consideration the study and analysis of the absence impact for each database feature on the classification accuracy of the web-phishing, if the classification accuracy increased during the absence of one of the database features, this indicates that this feature has a negative impact on the classification accuracy and that its absence has a positive effect on the web-phishing detection. Therefore, the features are evaluated based on the impact of their absence on the classification accuracy and ranked by the classification accuracy values during the absence of each feature from the smallest to the largest value. The features of the highest effective on the web-phishing detection are recognized by the lowest values of the classification accuracy during their absence in the classification process. The first phase calculates the classification accuracy, as in (1), n times as shown in Fig. 3.

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(1)

Where P is the positive case “spoofed web page”, N is the negative case “real web page”, TP is the number of true classified positive cases, TN is the number of true classified negative cases, FP is the number of false classified positive cases, FN is the number of false classified negative cases and n is the number of features. At each time, the Random forest classifier constructed by the database D of URL, webpage and images features, within the absence of fi attribute to analyze the impact of its absence on the classification accuracy. The features of the database D are ordered by the classification accuracy calculating in the absence of each feature from the smallest to the largest value in the RF array, which the feature with the lowest value of the classification accuracy during its absence has the highest effect in its presence on the accuracy of the web-phishing detection.

The second phase of the proposed methodology works to select the most effective subset of the ordered features achieving the highest classification accuracy of the web-phishing detection, it calculates the classification accuracy of the Random forest classifier training by the data of the first feature of the RF array. The calculation process of the classification accuracy is repeated n times. At each time, the next feature of the RF array is added to the training data of the classifier as shown in Fig. 4. The subset of data features that achieves the highest classification accuracy during the repetition process is selected to be the best subset of the features.

**First phase: Features Evaluation**

**Input:** Database D of F features \( D = \{f_1, f_2, \ldots, f_n\} \)

**Output:** Ranked features \( RF = \{RF_1, RF_2, \ldots, RF_n\} \)

**Pseudo code of the first phase for the features evaluation process.**

**Second phase: Features Selection**

**Input:** Database D of F features \( D = \{f_1, f_2, \ldots, f_n\} \) and Ranked features \( RF = \{RF_1, RF_2, \ldots, RF_n\} \)

**Output:** Selected features \( SF = \{SF_1, SF_2, \ldots, SF_n\} \)

**Pseudo code of the second phase for the features selection process.**

The third phase of the proposed methodology is used to construct the Random forest classifier training by the data of the selected subset features as shown in Fig. 5.

**Third phase: Classifier construction of the web-phishing detection**

**Input:** Database D of F features \( D = \{f_1, f_2, \ldots, f_n\} \) and Selected features \( SF = \{SF_1, SF_2, \ldots, SF_n\} \)

**Output:** CMWFD Classifier model of the web-phishing detection.

**Pseudo code of the Third phase for constructing the classifier of the web-phishing detection.**
IV. RESULTS AND DISCUSSION

Two benchmark datasets of the University of California Irvine [12] and University of Huddersfield [13] were used and analyzed to evaluate the proposed methodology. The first database has thirty-five features of address bar, HTML and JavaScript code, images, text and domain with a total number of 11,056 records, the second database has the same features with a total number of 2,700 records, the detailed description of these databases available on UCI machine learning repository [12 and 13], the total number of the database records is 13,756.

Several experiments were conducted on the database to evaluate the proposed methodology using precision (positive predictive rate), recall (sensitivity), F Score average, Area Under the ROC Curve (AUC), the Matthew's Correlation Coefficient (MCC) and classification accuracy [33]. The database was partitioned into 10 independent training and testing datasets using 10-fold cross validation technique. Table 1 shows the comparison between different classification techniques to detect the web-phishing by analyzing the database features, these algorithms were trained by all the features of the database included address bar, HTML and JavaScript code, text, images and domain features, the results show that the Random forest algorithm achieved the highest classification accuracy compared to support vector machine, Naïve Bayes, K-nearest neighbors, regression, artificial neural network algorithms. Therefore, in this research, the proposed methodology is based on Random forest technique to construct the classification model of the web-phishing detection, and developed to enhance the classification time and accuracy of the Random forest classification technique, by reducing the number of database features using a new proposed feature selection model.

<table>
<thead>
<tr>
<th>Classification Technique</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F Score average</th>
<th>AUC</th>
<th>MCC</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>92.18 %</td>
<td>92.10 %</td>
<td>0.921</td>
<td>0.980</td>
<td>0.854</td>
<td>92.15 %</td>
</tr>
<tr>
<td>K-Nearest Neighbors</td>
<td>96.18 %</td>
<td>96.14 %</td>
<td>0.962</td>
<td>0.994</td>
<td>0.925</td>
<td>96.16 %</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>92.80 %</td>
<td>92.76 %</td>
<td>0.928</td>
<td>0.937</td>
<td>0.873</td>
<td>92.79 %</td>
</tr>
<tr>
<td>Random Forest</td>
<td>96.38 %</td>
<td>96.29 %</td>
<td>0.963</td>
<td>0.987</td>
<td>0.926</td>
<td>96.33 %</td>
</tr>
<tr>
<td>Artificial Neural Network</td>
<td>95.98 %</td>
<td>94.96 %</td>
<td>0.949</td>
<td>0.982</td>
<td>0.915</td>
<td>94.98 %</td>
</tr>
</tbody>
</table>

The first phase of the proposed methodology was applied using a new proposed method of the feature selection, it analyses the absence impact of each feature of address bar, HTML and JavaScript code, text, images and domain features on the web-phishing detection accuracy. The classification accuracy was calculated thirty-five times, at each time, the Random forest classifier constructed by the database features within the absence of one feature to analyze the impact of its absence on the classification accuracy. As shown in Fig. 6, when the feature of the “Https in URL” absent in the constructing process of the classifier, the classification accuracy of the classifier achieved 96.63 %, it is more than the achieved accuracy “96.33 %” of the random forest classifier constructing by all the features as shown in Table 1, this indicates to the “Https in URL” feature has a negative impact on the classification accuracy and its absence has a positive impact on the phishing detection. Therefore, the achieved accuracy values during the absence of each feature is ranked from the smallest to the largest value as shown in Fig. 6. The features of the highest effective on the web-phishing detection were achieved the lowest values of the classification accuracy during their absence in the classification process.

![Fig. 6. Classification accuracy of Web-phishing detection for each absence of one feature from the all features.](image-url)
The second phase of the proposed methodology was applied to select the most effective subset of the ordered features, it calculated the classification accuracy of the Random forest classifier training by the data of set 1 including the first feature of the ranked features. The calculation process of the classification accuracy was repeated thirty-five times. At each time, the next feature of the ranked features was added to the subset. As shown in Fig. 7. The subset No. 28 that includes all the ordered features except the last seven features, achieved the highest classification accuracy during the repetition process. Therefore, it was selected to be the best subset of the selected features.

![Graph showing classification accuracy of different subsets](image)

**Fig. 7.** Classification accuracy of the different subsets of the ranked features.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of features</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F Score average</th>
<th>AUC</th>
<th>MCC</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest + CFS</td>
<td>26</td>
<td>96.34</td>
<td>96.26</td>
<td>0.963</td>
<td>0.987</td>
<td>0.925</td>
<td>96.30</td>
</tr>
<tr>
<td>Random Forest + IG</td>
<td>12</td>
<td>94.89</td>
<td>94.84</td>
<td>0.949</td>
<td>0.982</td>
<td>0.914</td>
<td>94.88</td>
</tr>
<tr>
<td>Random Forest + PCA</td>
<td>25</td>
<td>96.14</td>
<td>96.07</td>
<td>0.961</td>
<td>0.984</td>
<td>0.921</td>
<td>96.12</td>
</tr>
<tr>
<td>Random Forest + Relief</td>
<td>26</td>
<td>96.05</td>
<td>96.02</td>
<td>0.960</td>
<td>0.983</td>
<td>0.917</td>
<td>96.04</td>
</tr>
<tr>
<td>Proposed methodology</td>
<td>28</td>
<td>96.68</td>
<td>96.62</td>
<td>0.967</td>
<td>0.991</td>
<td>0.942</td>
<td>96.66</td>
</tr>
</tbody>
</table>

The third phase of the proposed methodology was applied to construct the Random forest classifier training by the data of the selected subset of the features. The classification accuracy of the selected subset of the features was compared with different feature selection techniques to evaluate it. As shown in Table 2, the new proposed feature selection model achieved the highest classification accuracy compared to Correlation Feature Selection (CFS), Information Gain (IG), Principle Component Analysis (PCA), and Relief feature selection algorithms.

The proposed methodology was also compared with recent algorithms to evaluate it. The proposed methodology achieved the highest classification accuracy compared to Adaptive Neuro-Fuzzy Inference System (ANFIS) models [6] and the developed approach MCAC in [28] using 10-fold cross validation technique as shown in Fig. 8.

The web-phishing detection time of the meta-heuristic based approaches depends on the computational time of the classification process O(snc), where s is the number of database samples, n is the number of features, and c is the computation time of the operational method of the classifier. Number of trained samples “phishing attack techniques” are increased at all the time, according to the report of the APWG. Therefore, the number of features and the complexity time of the classification method have a significant role in the time of the spoofed web page detection. Most of the recent researches in [29-32] that based on artificial neural network and deep learning classification techniques were developed to enhance the detection accuracy of the web-phishing, but these researches ignored the importance of the computational time of the classifier, where the artificial neural network and deep learning algorithms have complex architectures and consume extremely expensive time to construct the classifiers.

The main contribution of this research is to detect the spoofed web pages at the least possible time for decreasing the probability of downloading malware from the web-phishing pages during the detection process. Therefore, the proposed methodology is based on new proposed feature selection method to select the least number of the effective web page features, which contributes to decrease the computational time of the web-phishing detection time. It also based on the Random Forest classification algorithm to construct the
classifier of the web pages, which its computational time is much less than artificial neural network and deep learning algorithms. As shown in the Table 3, the computational time of the proposed methodology to detect the spoofed web pages is very low compared to ANFIS by significant rate. The proposed methodology is based on 28 features to detect the Web-phishing and ANFIS is depended on 35 features of images, text and frame. ANFIS is also based on artificial neur-
al fuzzy network algorithm, which is more complex in the operational method than Random Forest classifier. The detection time of the proposed methodology significantly contributes to prevent the web-phishing. At the same time, this significant improvement of the detection time did not have a negative impact on the accuracy of the spoofed web page detection, but it also has a positive effect on the detection accuracy as shown in Fig. 8.

![Comparison between the proposed methodology and recent methods for web-phishing detection using 10-fold cross validation testing technique.](image)

**TABLE III.** Comparison between the classifier features of the ANFIS approach and the proposed methodology.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of features</th>
<th>Classifier</th>
<th>Computational time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed methodology</td>
<td>28</td>
<td>Random Forest</td>
<td>0.067 sec</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, the proposed methodology introduced to detect and prevent the web-phishing, it depends on new proposed method to analyze the features of URL, HTML and JavaScript code, text, images and the web page domain name, it extracts the most significant of these features that contributes to improve the efficiency of the web-phishing detection. The proposed methodology was evaluated using two benchmark datasets, the new proposed method of the feature selection achieved the highest classification accuracy 96.66% compared to various feature selection algorithms. It also obtained the highest accuracy of web-phishing detection compared to ANFIS using the least number of the most effective features, which leads to reduce the probability of downloading malicious software from the web-phishing pages to a computer.
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