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AAbbssttrraacctt  

Spectrum handoff in cognitive radio networks is to have a seamless 
switch between channels consequently, a high quality of service for 
the secondary users. This paper proposes three techniques for 
spectrum handoff. The first proposed one based on the low priority 
user leaves the channel to another channel. The second proposed 
model based on the low priority user stays on the same channel with 
resuming its transmission when the high priority user finished its 
transmission. Finally, the third proposed model based on the low 
priority user stays on the same channel with restarting its transmission 
when the high priority user finished its transmission. The obtained 
results indicate that the three proposed system models give different 
queuing delay performances for each user. The techniques of the 
models and the obtained results are important for evaluating the total 
system time, service time and queuing delay for secondary users. 
Consequently, the quality of service for the secondary users and 
hence the useful for cognitive radio network design and optimization 
will be obtained. 

11..  IInnttrroodduuccttiioonn  

Due to the scarcity of spectrum band in wireless communications, a new 

technique called Cognitive Radio Networks (CRN) had been proposed to 

allow the secondary users to use the spectrum bands, which are already 

licensed to the Primary User (PU), in an opportunistic manner. CRN was 

presented in order to enhance the efficiency of the spectrum resources 

utilization [1, 2]. Spectrum handoff is one of the main procedures of CRNs. It 
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means that during the transmission of the Secondary User (SU) if the PU 

returns to its channel, SU has to leave this channel and the priority is given to 

the PU. The purpose of spectrum handoff is to make a seamless switch over 

from channel to another to have a satisfied quality of service for the SU 

transmission [3]. 

Recently, there are many studies on the spectrum handoff issue. Proposed 

spectrum handoff techniques by using fuzzy logic control were presented in 

[4, 5]. The target channel selection issue was discussed in [6 - 8]. According 

to the timing of determining the target channels, the handoff process can be 

classified into two kinds. The first one is called a proactive spectrum handoff 

and the other is called a reactive spectrum handoff [9-11]. In [12], a novel 

spectrum handoff strategy has proposed, aiming at reducing the unnecessary 

handoff operations while considering a delay bound requirement. A mixed 

preemptive and non-preemptive resume priority (PRP/NPRP) M/G/1 queuing 

model with prioritized transmissions based on delay-sensitive applications 

proposed in [13]. 

In this paper, three techniques are proposed on a system of one primary user 

and three secondary users. Change policy, stay policy with resuming the 

transmission which used Preemptive Resume Priority (PRP) M/ G/1 queuing 

model [14] and stays with restarting the transmission which used Preemptive 

Repeat Identical (PRI) M/ G/1 queuing model [15]. 

The remainder of the paper is organized as follows: Section 2 describes the 

queuing models. The proposed techniques will be discussed in Section 3. 

Section 4 presents the simulation results. Finally, Section 5 concludes the 

paper. 

2. Queuing Models: 

The proposed techniques applied M/G/1 queue model [14]. This queue model 

represents the length of a queue in a system with a single server where the 

arrival time distribution is Poisson distribution and the service time 

distribution is general. The second proposed technique used PRP M/G/1 

queuing model [14]. The third proposed technique applied PRI M/G/1 

queuing model [15].  

 

 

2.1 PRP M/G/1 Queuing Model: 
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The features of PRP M/G/1 queuing model are [14]: 

1. There are two types of users that may use the channel: the high priority 

user which is the primary user and the low priority user which is one of 

the secondary users. 

2. The primary user has a preemptive priority to use the channel 

consequently; it can interrupt the transmission of the secondary users. The 

interrupted secondary user resumes its unfinished transmission instead of 

repeating its whole transmission from the beginning. 

 

2.2 PRI M/G/1 Queuing Model: 

The features of PRI M/G/1 queuing model are [15] are the same features for 

PRP but the difference is the interrupted secondary user repeats its 

transmission from the beginning instead of resuming its unfinished 

transmission. 

3. Proposed System Models: 

The following assumptions are made in the proposed system models: 

1. The system model consists of one primary user and three secondary users. 

2. Only one user can transmit its data on the channel simultaneously. 

3. The three secondary users have three priorities i.e, the SU1 has the first 

priority, the SU2 has the second priority and SU3 has the third priority. 

4. The priority is for real-time data. 

The block diagrams of the proposed system models shown in Fig.1, Fig.2 and 

Fig.3 are constructed using Simulink Matlab version 10. These  block 

diagrams consist of: 

 Task token generator: which responsible for generating the entities.   

 Application task combiner: accept entities from the input ports and 

output them through a single entity output port i.e, it merges paths. 

 Priority based-task queue: Store entities in sorted sequence for an 

undetermined length of time. The queue sorts entities according to 

ascending order. 

 Task queue length scope:  plot how the length of a queue changes over 

time. 
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 Priority scope: plot the priority versus the simulation time. 

 Channel: it likes a single server that serves one entity for a period of time 

and then outputs the entity through the OUT port. If the OUT port is 

blocked then the entity stays in this block until the port becomes 

unblocked. When the block permits preemption, an entity in the channel 

can depart early via the P port. 

 Task complete block: measure the total system time and the service time 

then compute the queuing delay and plot it. 

 Entity sink: terminate the path of the preempted entity. This block exists 

only in the change policy proposed model.  

3.1 The first proposed model: 

The first proposed system model is the change policy model is shown in Fig. 

1. In this policy, the secondary user changes its transmission to another 

channel when the PU arrives and reclaims its channel.  

 

Proposed approach operation steps: 

 The tasks for one primary user and three secondary users represented as 

(PU, SU1, SU2, and SU3) are generated from the task token generators. 

  The entities of the four users enter to the application task combiner block 

which merges the four paths and output them through a single output port 

which input to the priority based task queue block. 

  The priority-based task queue block stores entities in specified sequence 

for an undetermined time. The capacity of the queue, which is the number 

of entities can be held in the queue, is assumed to be infinity. This block 

has two outputs: the first output is the task queue length and the second 

output is to show the priority value for each task through the priority 

scope.     

  The tokens are passed to channel for task execution. The channel serves 

the user for a period of time. When the higher priority user arrives, the 

low priority users depart and change its channel before it completes its 

transmission via P port which input to the entity sink to leave the channel. 

The output of the channel input to the task complete block to compute the 

queuing delay for each user and plot it. 
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Fig.1 The block diagram of the change policy .  

 

3.2 The second proposed model. 
This proposed model is shown in Fig. 2, applied the always stay policy with 

resuming the transmission. The low priority user stays on the same channel 

when the higher priority user arrives. The SU just pause its transmission 

during the high priority transmission and resumes afterward.  

 

Proposed approach operation steps: 

  Each token generator of the four users (PU, SU1, SU2, and SU3) 

generates the entities for each user.  
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Fig.2 The block diagram of the stay policy with resuming transmission. 

 

 The tokens of four users are combined in the combiner 1 which merges 

the four input paths and outputs them through a single path to enter to 

combiner 2. 

  The combiner 2 combines the preempted entity from the channel which 

sampled by P port with the output of combiner 1, i.e, the preempted user 

always stay in the channel not change it. 

  The output of combiner 2 enters as an input to priority-based task queue 

block which stores the entities of the users according to the priority. The 

capacity of this queue is assumed to be infinity. A scope of task queue 
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length is used to show the length of the queue. The output of the priority-

based task queue block is shown by a priority scope.  

 The output of priority scope input to the channel which serves the higher 

priority user. If a lower priority user transmits over the channel and the 

high priority user arrives, the transmission of lower priority user is paused 

and preempted through the P port and enters to combiner 2 and resumes 

its transmission after the higher priority user finishes its transmission, i.e, 

the low priority user stays in the channel not moves to another one and 

requires only the residual service time to finish its transmission. 

  The output of the channel input to the task queue block to measure the 

total system time and the service time to compute the queuing delay for 

each user and plot it. 

 

3.3 The third proposed model. 
The third proposed model shown in Fig. 3, applied the always stay policy 

with restarting the transmission. The low priority user stays on the channel 

when the higher priority user arrives, but the difference in this policy, is that 

the user restarts its transmission from the beginning, i.e, the preempted user 

requires the same service time that required at the first time of transmission. 

 

Proposed approach operation steps: 

 As in the model of always stay policy with resuming transmission, four 

token generators are used: one for primary user token generator and three 

secondary user token generators. 

  The generated entities from the four token generators combine by the 

combiner 1 which merges the four paths and output them through a single 

output port. 

  The output of the combiner 1 combines with the preempted entities from 

the channel through P port in combiner 2. 

  Then the output passes to the priority-based task queue. To know the 

length of the queue, task queue length scope is used. A priority scope is 

also used to show the priority value for each task served in the channel. 
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  The arranged entities according to its priority enter the channel to be 

served. The output of the channel enters to task complete block to 

calculate the queuing delay for each user. The other output port of the 

channel (P port) which is the preempted entities reenters to the combiner 

2. In this system, the preempted user restarts its transmission not resumes 

it, therefore the required time for the preempted user is the whole service 

time, not the residual service time only.  

 

 

Fig.3 The block diagram of the always stay policy with restarting 

transmission. 

 

 



Menoufia J. of Electronic Engineering Research (MJEER), Vol. 27, No. 2, July 2018 

____________________________________________________________ 

9 

  

4. Simulation results 

In the three proposed techniques, the simulation parameters are shown in 

Table 1: 

 
Number of PU 1 

Number of SU 3 

Distribution of PU signal constant 

Distribution of SUs signal exponential 

Capacity of priority queue infinity 

Simulation time 100 sec 

Table 1. the simulation parameters of the three proposed techniques. 

 

4.1 Processing results for the 1st proposed model. 

Figure 4 indicates the priority value for the four users in the channel. The PU 

has the first priority to use the channel. At the time when the PU does not use 

the channel, the secondary users can use it by their priorities. The opportunity 

of using the channel decreases with increasing the priority. In Fig. 5, the 

queue length is plotted which is the number of tasks queued to be served in 

the channel. Figure 6 indicates the total system time for the PU which is the 

sum of the service time and the queuing delay time. The queuing delay for the 

PU can be obtained by subtraction the service time from the total system time 

for the PU as shown in Fig. 7. The delay for PU varies between 0 to 0.04 sec. 

Figure 8 shows the total system time for SU1. The service time = 0.36 sec and 

the queuing delay is in the range from 0 to 0.81 sec which is plotted in Fig. 9. 

For SU2, the total system time is indicated in Fig. 10. The service time equals 

to 0.3 sec and the queuing delay time varies from 0: 2 sec as shown in Fig. 11. 

The total system time for SU3 is illustrated in Fig. 12. Figure 13 shows the 

queuing delay for SU3. It reaches to 12.8 sec as a maximum value. From the 

results, it is clear that the users that have lower priority, the opportunity for 

them to use the channel is low since the higher priority user may appear at 

any time. Consequently, the lower priority user must leave the channel and be 

preempted from the P port. Therefore, the SU3 rarely uses the channel. 
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Fig.4 Priority value for tasks being served in the channel.      Fig.5 Queue length of the Priority-Based Task Queue. 

 

 

 

 

 
 

Fig.6 The total system time for PU tasks completed          Fig.7Queuing delay for PU tasks completed. 
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  Fig.8The total system time for SU1 tasks completed.      Fig.9Queuing delay for SU1 tasks completed. 
 
 
 

  
   Fig.10The total system time for SU2 tasks completed.  Fig.11Queuing delay for SU2 tasks completed. 
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Fig.12The total system time for SU3 tasks completed.     Fig.13Queuing delay for SU3 tasks completed. 
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queuing delay in the range from 0 to 11 sec as shown in Fig. 21. For the SU3, 

the total system is plotted in Fig. 22 which shows that the service time for 

SU3 = 0.32 sec and the queuing delay is in the range from 5.33 to 62 sec 

which is the maximum value in this policy for all four users. 

 

  
Fig.14 Priority value for tasks being served in the channel.  Fig.15 Queue length of the Priority-Based Task Queue. 

 

 
 

    Fig.16 The total system time for PU tasks completed.    Fig.17Queuing delay for PU tasks completed. 
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Fig.18The total system time for SU1 tasks completed.     Fig.19Queuing delay for SU1 tasks completed. 
 
 
 
 

  
   Fig.20The total system time for SU2 tasks completed.  Fig.21Queuing delay for SU2 tasks completed. 
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Fig.22The total system time for SU3 tasks completed.   Fig.23Queuing delay for SU3 tasks completed. 
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time is indicated in Fig. 28. From this figure, the service time can be 

concluded to be 0.33 sec and the queuing delay is 0: 2.8 sec as shown in Fig. 

29. The total system time for SU2= 0.4 sec and the queuing delay time = 0:42 

sec as shown in Fig.30 and Fig.31 respectively. The opportunity of the entities 

of SU3 to complete its transmission is not high and if it occurred it will suffer 

from high delay.  

  
Fig.24 Priority value for tasks being served in the channel.    Fig.25 Queue length of the Priority-Based Task Queue. 

 
 

Fig.26 The total system time for PU tasks completed     Fig.27Queuing delay for PU tasks completed. 
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Fig.28The total system time for SU1 tasks completed.  Fig.29Queuing delay for SU1 tasks completed. 
 

 

 

  
   Fig.30The total system time for SU2 tasks completed.  Fig.31Queuing delay for SU2 tasks completed. 
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Fig.32The total system time for SU3 tasks completed.    Fig.33Queuing delay for SU3 tasks completed. 
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results  Change case  Stay with 

resuming  

Stay with 

restarting  

Max tasks in queue 

length  

6 tasks  70 tasks  106 tasks  

Max system time for 

PU  

0.3 sec  0.3 sec  0.3 sec  

Max queuing delay for 

PU  

0.04 sec  0.04 sec  0.04 sec  

Max system time for 

SU1 

1.14 sec  2.24 sec  3.05 sec  

Max queuing delay for 

SU1  

0.82 sec  1.91 sec  2.7 sec  

Max system time for 

SU2 

2.29 sec   11.41 sec  42.5 sec  

Max queuing delay for 

SU2  

1.97 sec  11 sec  42.2 sec  

Max system time for 

SU3 

1.3 sec  61.4 sec  48.9 sec  

Max queuing delay for 

SU3  

0.98 sec  61 sec  48.6 sec  

Table 2. the results for the three proposed techniques. 

 

5. Conclusions 

In this paper, M/ G/ 1 queuing model is used to characterize the behaviors of 

spectrum usage for three proposed techniques. Change policy, always staying 
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with resuming transmission policy and always staying with restarting 

transmission policy are applied in CRN. For each user, the queuing delay and 

the opportunity of using the channel are studied in each policy. The change 

policy has the lowest values of delay for the three secondary users, but the 

target channel selection problem appears. Every policy in the three policies is 

suitable for a specific application. The three  proposed models in this paper 

have been studying the delay performance for each user in CRN to determine 

the perfect application for each policy. 
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